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Abstract  

Optoelectronic characterisation techniques are assessed in their application to three 

solar cell systems.  

Charge injection barriers are found in PbS/ZnO colloidal quantum dot solar cells 

though the use of temperature dependent current-voltage and capacitance-voltage 

measurements. The injection barriers are shown to shown to complicate the Mott-

Schottky capacitance analysis which determines built-in bias and doping density. A 

model that incorporates depletion capacitance and a constant capacitance arising from 

the injection barriers is given to explain the Mott-Schottky plots. The junction 

mechanism at the PbS/ZnO interface is found to transition from excitonic to p-n 

behaviour based on the amount of UV photodoping the cell has received. External 

quantum efficiency analysis at different photodoping times reveals a growing charge 

collection region within the material, demonstrating the shift to p-n behaviour. This is 

further supported by the observance of depletion capacitance behaviour after, but not 

before, UV photodoping.  

Defects within GaAs cells containing InAs quantum dots are found to enhance the 

sub-bandgap performance of the cell using external quantum efficiency analysis. This 

is verified by illuminated current-voltage analysis using a 1000 nm high pass optical 

filter to block photons of larger energy than the bandgap. Using capacitance-voltage 

analysis, high temperature rapid thermal annealing is shown to induce defects in 

dilute nitride cells, which explains the drop in open circuit voltage compared to lower 

temperature annealed cells. 

The doping level of polymer solar cells exposed to air is found to increase with 

continued exposure using Mott-Schottky capacitance analysis. Current-voltage 

measurements show the formation of an Al2O3 barrier layer at the polymer/aluminium 

interface. The usefulness of capacitance-voltage measurements to probe the 

polymer/fullerene interface is investigated in thermally evaporated thiophene/C60 

cells. 
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Chapter 1 

Introduction 

1 Introduction 

1.1 Motivation 

The development of renewable energy sources is one of the most pressing challenges 

the world currently faces. Proven coal reserves are estimated to last about another 120 

years at current production rates while proven oil and gas reserves work out to near 45 

and 60 years respectively
1
. Of course if these numbers are correct, as each reserve 

runs out, consumption of the remaining types of fuel will increase, shortening the time 

remaining until depletion. These numbers are also based on current production rates, 

and it would be unrealistic for production to remain at these levels with growing 

populations and rapid technological development in large countries such as China. 

The main point is that without replacing these energy sources before they run out, the 

world could face an energy catastrophe.  

Although it is the subject of fierce debate, global warming should also be mentioned 

since CO2 emissions from fossil fuels are a major contributor
2,3

. The world is in the 

biggest experiment mankind has seen, and the results could be disastrous if changes 

are not made. Clean energy from renewable sources is a path to making these 

changes.  

Of all the energy sources available, the sun is the most abundant. One hour of sunlight 

provides more energy than mankind consumes in a year
4
. Yet even with such a huge 

potential, solar energy contributes less than 0.1% to the world’s energy production
4,5,6

. 

The major reason for such a low contribution is the high cost of solar photovoltaics 
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compared to fossil fuels and even other renewable energy sources
4,6

. Two different 

technological paths are presented here. In one direction are colloidal quantum dot
7
 

and polymer
8
 solar cells which follow the low efficiency, but low cost

9
 route. In the 

other direction are GaAs cells with quantum dots which follow the high cost, but high 

efficiency route. In both cases, the goal is to reduce the overall cost per Watt of solar 

power.  

Continued research and improved understanding is needed in each of the three 

systems before they are ready to compete in the energy, or even solar cell, market. 

This thesis utilises and develops a number of electrical characterisation techniques 

(described in chapter 2) as metrology methods for the different cell technologies. 

Chapters 3 - 6 assesses these techniques applied to the different solar cells and 

investigates, among other things, contact injection barriers, material junctions, and 

materials degradation. 

1.2 Thesis Organisation 

The remainder of this chapter discusses the basic solar cell principles with special 

consideration given to junctions, since they are essential for the photovoltaic 

behaviour and many of the electrical characterisations in chapter 2 derive from the 

physics of junctions. Following an explanation of the different experimental 

techniques in chapter 2, each cell is examined and the experimental results and 

conclusions are presented in chapters 3 - 6. Finally, overall conclusions are given in 

chapter 7. 

1.3 Solar Cell Basics 

The basic goal of a photovoltaic device is to convert energy in the form of light to 

energy in the form of electricity. The processes by which this occurs can be sub-

categorised in multiple different ways, but for the discussion here they will be divided 

into three main areas, charge generation, charge separation, and charge transport. The 

focus of this thesis is not to provide an in-depth discussion of every solar cell 

mechanism, however a brief overview of the charge generation and transport 
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processes is given in this section. A more in-depth description of junctions, the 

mechanism for charge separation, is given in section 1.4 since many of the 

characterisation techniques employed in this thesis require an understanding of 

junction physics within a solar cell. For a more complete description of the other 

processes, see any of the many books or websites describing solar cell physics, for 

example
10,11,12,13,14

. 

1.3.1 Charge Generation 

Charge generation occurs when the semiconducting material absorbs photons and 

excites electrons to higher energy states creating electron-hole pairs. Photon 

absorption depends both on the solar spectrum and the absorbing semiconductor 

material. In order to achieve the best efficiency in a solar cell, a balancing act must be 

carried out. A larger semiconductor band gap produces charge carriers with higher 

energy leading to a higher possible open circuit voltage for the cell. However, this 

reduces the amount of photons converted to excited electrons since photons below the 

band gap are not absorbed which results in less photocurrent. Smaller band gaps 

absorb more photons, leading to larger photocurrents, but the excess energy of the 

excited electron above the band gap is lost to thermalisation and the electron energy is 

reduced to that of the band gap.  

The optimum solar cell band gap can be determined through the principle of detailed 

balance
10

. Not only does the cell absorb solar radiation, it exchanges thermal radiation 

with its environment
10

. When the solar spectrum, cell absorption, and cell emission 

are taken into account, the detailed balance process yields an optimum semiconductor 

band gap near 1.4 eV, resulting in a maximum efficiency near 33%. This is based on 

the standard AM1.5 solar spectrum (defined so the integrated irradiance of the 
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spectrum is 1000 Wm
-2

) which accounts for absorption and scattering by the 

atmosphere
10

. Using the extra-terrestrial spectrum (AM0), the optimum band gap is 

near 1.3 eV and the maximum efficiency is about 31%
15

. If the temperature difference 

between the cell and the source is increased, the efficiency increases. The ultimate 

solar cell efficiency for illumination by the sun (6000 K black body temperature) and 

a cell temperature of 0 K, is near 44% with an optimum band gap of 2.2 eV
16

. Of 

course this requires energy to cool the cell which would lower the overall efficiency. 

Another way to improve the efficiency is to concentrate the light, which has the effect 

of increasing the angular range of absorbed light. For a concentration factor of 1000, 

the optimum band gap is 1.1 eV and the maximum efficiency is near 37%
17

. The 

maximum concentration factor of 4.6 x 10
4
 occurs when the illuminating radiation 

from every angle incident on the solar cell is the same temperature as the sun. Under 

less than maximum concentration conditions, the cell is partly illuminated from the 

sun and the remaining illumination comes from a source with the same temperature as 

the earth
14

. The efficiency limit for maximum concentration is over 40%
10

. However, 

this doesn’t account for the heat generated by high concentration which leads to 

stronger emission from the cell. 

The efficiencies and band gaps calculated by the detailed balance process in the 

preceding paragraph are all for single junction cells (no tandem cells). There are also 

a few assumptions in the calculations. First, the cells were assumed to have perfect 

absorption (all light with energy above the band gap is absorbed) and each absorbed 

photon created exactly one electron-hole pair. Second, radiative recombination was 

the only recombination process. And third, there was perfect charge transport through 

the cell and perfect charge collection.  
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1.3.2 Charge Separation 

Following charge generation, the excited electron-hole pair needs to be separated 

before they recombine and give up their energy. Recombination can happen through 

different processes. Radiative recombination, which is a result of spontaneous 

emission, leads to the generation of a photon. Interaction between the excited carriers 

can result in one excited carrier giving up its energy to another excited carrier. This 

results in the decay of one of the carriers across the band gap and an increase in the 

kinetic energy of the other carrier, which later loses the excess energy through 

thermalisation. This is known as Auger recombination. Finally, recombination can 

occur through relaxation into trap states due to impurities or defects in the 

semiconductor. The first two processes are due to fundamental physical processes. 

The last process, which is mainly due to imperfect material, can be affected by the 

quality of the semiconductor.  

Junctions between materials with different properties are used to separate the excited 

charges. An in-depth discussion of junctions is presented in section 1.4 which covers 

the different types of junctions and the diode behaviour that leads to solar cell 

behaviour. 

1.3.3 Charge Transport 

Charge transport through the semiconductor is hindered by recombination. Photon 

absorption creates minority carriers that need to reach a junction before they 

recombine with a majority carrier through one of the processes mentioned in section 

1.3.2. The minority carrier diffusion length is a parameter that describes, on average, 

how far minority carriers can diffuse before recombining. This places a limit on the 

thickness of the absorbing material which must be balanced with the thickness needed 
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for photon absorption. There are architectures, such as the bulk heterojunction 

described in section 1.4.3, that are designed to aid absorption and reduce the distance 

minority carriers need to travel. This is especially needed in organic solar cells where 

the exciton diffusion length is very short.  

The central mechanism for charge separation, a junction of two materials, is also 

important in charge transport. Once minority carriers diffuse to the junction they are 

transported to the other material becoming majority carriers. This action spatially 

separates the electrons and holes. Finally, when an external circuit is connected across 

the terminals, the photocurrent can flow through the circuit providing power to the 

system. Further discussion of the different types of junctions and their application to 

solar cells is given in section 1.4.   

1.4 Junction Physics 

Junctions play an important role in solar cells as the mechanism to separate charge 

carriers. They are also exploited in many of the characterisation techniques central to 

the work presented in this thesis and described in chapter 0. Therefore, special 

consideration is given to junctions in this section. Reference material for this section 

comes from references [10, 14, 18, 19, 20]. In some cases references outside these 

sources are used and the reference is given in the normal fashion. 

1.4.1 Semiconductor-Metal Junctions 

When a semiconductor and metal are brought into electrical contact, electrons diffuse 

from regions of higher concentration to regions of lower concentration. This happens 

by an exchange of charge carriers from one material to the other. In the case of an n-

type semiconductor with a work function (explained in the next paragraph) less than 
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that of the metal (n < m), electrons flow from the semiconductor to the metal 

leaving behind a region of fixed positive charges, and for a p-type semiconductor with 

p > m electrons flow from the metal into the semiconductor resulting in a region of 

negative net charge in the semiconductor. The flow of charge results in a region 

within the semiconductor depleted of mobile charge carriers, called the depletion 

region. For an n-type material, the flow of electrons into the metal leaves behind fixed 

positive charges, and for a p-type material the electrons that flow into the 

semiconductor combine with positive holes. Metals have such a large amount of free 

charge that any flow of electrons into or out of the metal is easily compensated and 

the depletion region within the metal is negligible.  

This process, shown in Figure 1.1, can also be explained with an energy description. 

Before coming in contact, the semiconductor and metal have independent Fermi 

levels (electron energy state that has a 50% probability of being occupied). When the 

two come in contact, the Fermi levels must line up, which results in the vacuum 

energy level changing between the two materials by the difference in work functions. 

The work function is the potential required to remove the least tightly bound electron 

and is defined by
10

 

 Fvacw EE   (1.1) 

 

where w is the work function, Evac is the vacuum energy level and EF is the Fermi 

level. In a metal the work function is always the same as the electron affinity (the 

least amount of energy required to remove an electron from a solid). In a 

semiconductor the electron affinity, , is the difference in energy between the vacuum 

energy and conduction band energy, and is therefore different than its work function.  
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Figure 1.1. a) Energy levels of an n-type semiconductor and a metal in isolation. b) Energy level 

diagram of the metal-semiconductor (Schottky) junction in equilibrium for an n-type 

semiconductor. c) Energy levels of a p-type semiconductor and a metal in isolation. d) Energy 

level diagram of the metal-semiconductor (Schottky) junction in equilibrium for a p-type 

semiconductor. 

The flow of electrons from one material to the other described in the preceding 

paragraph results in an electric field. Once the electric field balances the initial 

potential energy difference, charge stops flowing leaving a region of net charge in the 

semiconductor near the junction. Basically none of the charged region lies within the 

metal, since metals are much worse at storing charge than semiconductors. Away 

from the junction the potential energy becomes constant and the electric field goes to 

zero. This happens very quickly in the metal and the distance is negligible. In the 

semiconductor however, this is not the case. The region of charged semiconductor is 

known as the space charge region which is the same as the depletion region in the 

preceding paragraph. The conduction and valence band energy levels bend in the 
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same way as the vacuum energy level since the electron affinity and band gap in a 

semiconductor are constant. The built in bias, Vbi, describes the amount of total band 

bending given by qVbi. 

This type of junction is known as a Schottky junction. The characteristic that makes 

the junction so important for photovoltaic behaviour is the junction’s asymmetric 

response to applied bias (rectification) demonstrated in Figure 1.2 for an n-type 

semiconductor with n < m. An analogous situation applies to a p-type 

semiconductor with p > m, but is not shown. In the dark, at equilibrium, a small 

amount of majority carriers in the semiconductor have enough thermal energy to 

overcome the barrier created at the junction. This is balanced however, by a leakage 

current of minority carriers that drift from the semiconductor to the metal resulting in 

no net charge flow. Under forward bias (metal more positive for an n-type 

semiconductor, and semiconductor more positive for a p-type semiconductor), the 

barrier height is reduced and majority carriers flow into the metal easier. The resulting 

current increases nearly exponentially with applied forward bias. Under reverse bias 

the barrier height is increased reducing the thermally activated current of majority 

carriers. This leaves the small leakage current in the reverse direction. However, due 

to the low density of minority carriers, this current is small.  

When the semiconductor is illuminated with photons of energy greater than the band 

gap, the electric field in the space charge region sweeps minority carriers into the 

metal leaving the semiconductor to become charged by the remaining majority 

carriers. This results in a shift of the majority carrier quasi Fermi level in the 

semiconductor. As an example, for an n-type semiconductor the electron quasi Fermi 

level far from the junction increases under illumination becoming higher than the 
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metal’s Fermi level. This Fermi level splitting is what creates the photovoltage. The 

ability of a semiconductor to sustain the difference in quasi Fermi levels when 

illuminated is imperative for photovoltaic energy conversion
10

. Biased junctions are 

discussed more in section 1.4.5. 

 

Figure 1.2. Energy band diagrams for a Schottky junction with an n-type semiconductor at 

different biases. The net current, J, is defined here as positive for net positive charge flow from 

left to right. The corresponding location on the JV curve is shown below each diagram. a) 

Reverse bias. Minority hole drift across the depletion region is the only charge flow which results 

in a small positive net current. b) Equilibrium. Hole drift and electron diffusion currents 

combine for zero net current. c) Forward bias. The reduced barrier height greatly increases the 

majority electron diffusion across the junction resulting in a large negative net current. The hole 

drift current remains similar to the previous two cases.  

In the preceding discussion only n-type materials with n < m and p-type materials 

with p > m were considered in examining how the metal-semiconductor junction 

formed. If the relative values of the work functions are reversed such that n < m or 

p > m, the junction is no longer rectifying. Figure 1.3 shows the resulting band 

bending for the two situations. In this case, majority carriers are assisted (instead of 

blocked) across the junction from the semiconductor to the metal and minority 

carriers have a barrier in this direction. Since majority carriers flow from the metal 
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into the semiconductor when the junction is formed, there is an accumulation of 

majority carriers near the junction which allows majority carriers to flow easily in 

either direction. This is known as an Ohmic contact. If this junction is illuminated, 

any charges separated by the junction can flow back into the semiconductor without 

much difficulty making the photovoltage insignificant. 

 

Figure 1.3 Ohmic Schottky junction band diagrams for an n-type semiconductor (a) and a p-type 

semiconductor (b). Majority carriers are assisted across the junction instead of blocked. 

There are a few limitations when using Schottky junctions as the mechanism to 

separate charge and create a photovoltage. First, the useful barrier height is limited to 

about half of the band gap, Eg. If the barrier height is greater than Eg/2, minority 

carriers outnumber majority carriers near the interface and an inversion layer is 

formed. The junction becomes dense with carriers and cannot sustain the 

photovoltage. Second, highly doped semiconductors can result in very thin barrier 

layers that allow majority carriers to tunnel through the junction. Finally, interface 

states can exist at the metal-semiconductor interface which trap charge and limit the 

photovoltage. These limitations can be overcome by using a semiconductor-

semiconductor junction.  
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1.4.2 Semiconductor-Semiconductor Junctions 

1.4.2.1 p-n Junction 

The most widely used structure for solar cells is the p-n junction
10

. It is similar to the 

Schottky junction described in section 1.4.1, except now the junction is composed of 

oppositely doped semiconductors. In the p-n homojunction (same semiconductor 

material oppositely doped), electrons flow from the n-type material into the p-type 

material and holes from the p-type material to the n-type material when the two 

semiconductors come in contact. This creates a region near the junction of negative 

charge in the p-type material and positive charge in the n-type material that is 

depleted of mobile charge carriers. An electric field is created at the junction due to 

the flow of charges which points from the n-type material to the p-type material. 

Photogenerated electrons are swept to the n-type material and holes to the p-type 

material where they each become majority carriers. Figure 1.4 illustrates the p-n 

junction. 

 

Figure 1.4. a) Energy levels of p- and n-type semiconductor in isolation. b) Energy level diagram 

of the p-n junction in equilibrium. 
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1.4.2.2 p-i-n junction 

A layer of intrinsic (undoped) semiconductor can be placed between the p- and n-type 

semiconductor materials changing it to a p-i-n junction. The concept is the same as 

that of the p-n junction and the same built-in bias is created. However the depletion 

region, and hence electric field, extends across a wider region. The advantage of this 

structure is seen in materials with short minority carrier diffusion lengths. The 

extended depletion region is able to collect more charge to contribute to the 

photocurrent. There are disadvantages to the p-i-n junction though. Since the middle 

layer is undoped, the conductivity is lower than the doped regions and can increase 

the series resistance. Also, charged impurities within the intrinsic region can cause the 

electric field to vanish.  

1.4.2.3 p-n Heterojunction 

A p-n heterojunction is formed from two different semiconductor materials (rather 

than the same material) that are oppositely doped. Again the concept is the same as 

the p-n homojunction, but in this case there are discontinuities in the conduction and 

valence bands between the two materials due to the different band gaps of the 

materials. This also leads to different effective fields, and hence driving forces, for 

holes and electrons at the junction. Figure 1.5 shows an example of the band structure 

of a p-n heterojunction. However, the exact band alignment must be addressed case-

by-case since it depends on the work function and electron affinity of the two 

materials. In the example, the effective field driving the electrons to the n-type 

material is enhanced by the conduction band offset. However, for holes a barrier is 

formed in the valence band that hinders hole transport to the p-type material which 

can lead to carrier recombination. 
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Figure 1.5. pn heterojunction. Make my own figure. J. Nelson page 134. 

1.4.3 Excitonic Junction 

The charge separation mechanism in polymer solar cells is somewhat different than 

the p-n and Schottky junctions described in sections 1.4.1 and 1.4.2 due to a much 

larger exciton (electron-hole pair) binding energy in organic semiconductors. In an 

inorganic semiconductor, very weakly bound Wannier excitons (electron-hole pair) 

are formed upon absorbing a photon
21

. These generally have a binding energy of only 

a few meV and are likely to be ionised at room temperature producing a free electron-

hole pair
10

. On the other hand, photon absorption in an organic semiconductor creates 

strongly bound Frenkel excitons
22

 with binding energies ranging from 0.1-1.4 eV
23

. 

The reason for such a large binding energy is due to localised electron and hole 

wavefunctions and low dielectric constants
23

 ( ~3-4 eV compared to  ~10 eV for 

inorganic semiconductors
24

). 

With such large binding energies, the electric field created by the difference in 

electrode work functions is not enough to separate the exciton, as in an organic 

semiconductor. In order to overcome the strong attraction between the electron and 

hole in organic solar cells, a heterojunction architecture is used. In this architecture, 

two organic materials with different electron affinities and ionization potentials are 
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used instead of a single organic material
25

.  One material, generally a polymer, acts as 

an electron donor and the other material, a fullerene or polymer, acts as an electron 

acceptor. The benefit of the heterojunction comes from the energy band offset 

between the donor and acceptor materials. When an exciton diffuses to the interface, 

it rapidly dissociates (time scale of about 45 fs) injecting the electron into the acceptor 

material while leaving the hole in the donor material
26

. The process is shown in 

Figure 1.6.  

 

Figure 1.6. Charge generation and extraction in an organic heterojunction solar cell. (1) A 

photon is absorbed creating a bound electron-hole pair known as an exciton. The exciton can 

either (2) recombine, or (3) dissociate at the donor-acceptor interface. The electron and hole can 

(4) recombine, or (5) be extracted at their respective electrode. 

The key for electron-hole separation lies in the exciton reaching the interface before it 

recombines. Since the exciton is a neutral species, it moves by diffusion through the 

donor material. The distance it travels before recombining is known as the exciton 

diffusion length and depends on trap density, degree of disorder in the material, and 

the dielectric of the material
27

,
28

. The typical diffusion length in various organic 

semiconductors is around 5 – 20 nm
25,29,30

. Therefore, the exciton must be created 

within about 10 nm of the donor-acceptor interface if the charge carriers are to be 

harvested for the photocurrent. However, the absorption depth in most organic 

materials is much larger than the exciton diffusion length
25

. Therefore the planar 
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heterojunction architecture (donor and acceptor materials side-by-side) has a severely 

limited width for effectively converting photons into charge carriers. To overcome 

this, a bulk heterojunction architecture is used. In this type of device the donor and 

acceptor materials are blended together creating a dispersed interface throughout the 

active region of the device. If the blended regions are similar in length to the exciton 

diffusion length, exciton extinction is considerably reduced since there is a high 

probability the exciton will diffuse to an interface where it will dissociate. 

1.4.4 Depletion width 

To determine the thickness of the depleted regions in the p- and n-type materials at a 

p-n junction, some simplifying approximations can be made. The depletion region is 

assumed to be completely free of majority carriers leaving a region of ionised 

impurity atoms of positive charge in the n-type material and negative charge in the p-

type material. Also, these regions are assumed to be discrete. In other words, outside 

the depletion region, there is an abrupt change to neutral semiconducting material. 

Poisson’s equation can then be used with these boundary conditions to determine the 

width of the depletion region in each material, resulting in depletion widths of
10
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where wp,n is the depletion region in the p- and n-type material respectively, Na,d is the 

density of acceptor and donor impurity atoms respectively, s is the dielectric 

permittivity of the semiconductor (incorporates permittivity of free space, 0), Vbi is 

the built in bias, and q is the elementary charge. Equation (1.2) highlights a couple 

items of interest. First the width of the depletion region increases as the doping 

density decreases. This means a large depletion region, which helps with carrier 
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collection, must be balanced against the need for high doping, which aids 

conductivity. Second, the relative depletion region width and the amount of Vbi 

dropped in each layer depend on the relative doping levels. The layer with lower 

doping will have a wider depletion region and more of the Vbi will be dropped in that 

layer. If one layer is doped much more heavily than the other, the depletion width can 

be approximated to lie completely in the lower doped layer. This gives the depletion 

region width to be
10
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where wdw is the width of the depletion region. For Schottky junctions, equation (1.3) 

gives the depletion region width in the semiconductor, since the metal can be 

considered to be much more heavily doped.  

Finally, the junction is bias dependent. If a bias, V, is applied across the p-n junction 

such that the p-type layer is at a more positive bias under forward bias conditions, the 

built-in bias in equation (1.3) is replaced with (Vbi – V). The bias-dependent nature of 

the junction is exploited by measuring the capacitance at different biases to determine 

Vbi and Na. This is covered in 2.2.3. 

1.4.5 Ideal Diode Behaviour 

The junction within a solar cell gives the device its rectifying (diode) behaviour that 

enables charge separation. As a point of reference the current density of an ideal diode 

in the dark, Jdark, (no illumination) is given by
10
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where J0 is the dark saturation current density (explained later in this section), V is the 

applied bias, kB is the Boltzmann constant, and T is the temperature. From the 

equation it can be seen that a positive applied bias results in an exponential increase in 

current, while a negative bias yields a very small current. This is described physically 

in the following paragraphs.  

In a p-n junction with zero applied bias and in the dark, it is still possible that majority 

carriers can diffuse across the junction even though the established electric field at the 

junction opposes this action. Once a majority carrier diffuses across the boundary, it 

becomes a minority carrier and eventually recombines after travelling, on average, its 

diffusion length. Minority carriers that are thermally generated within a diffusion 

length from the junction have a good probability of reaching the junction where they 

are swept across to become majority carriers. In equilibrium these two currents 

(diffusion and drift) are equal and the net current flow is zero. Figure 1.7b 

demonstrates this process. 

When a forward bias is applied to the junction as in Figure 1.7c (positive bias at the p-

type material and negative at the n-type), an electric field results that is in opposition 

to the electric field created by the space charge region at the junction. Since the space 

charge region is depleted of mobile charge carriers, its resistivity is much higher than 

the rest of the device and the applied bias is dropped almost entirely across this 

region. The net electric field at the junction is reduced since the applied electric field 

is in opposition to the built-in field which reduces the barrier height and increases the 

diffusion current across the junction. Very little effect is seen in the drift current since 

it still depends on the amount of minority carriers thermally generated within a 

diffusion length of the depletion region, which doesn’t increase near as much as the 
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diffusion current does. The increased diffusion current means there is increased 

minority carrier injection at the junction and therefore increased recombination with 

majority carriers which are supplied by the external circuit. The removal of minority 

carriers by recombination allows more majority carriers to diffuse across the junction 

to become minority carriers, sustaining the current. The diffusion current can then be 

thought of as a recombination current where a greater recombination results in a 

larger current across the junction. The parameter J0 from equation (1.4) is a measure 

of this recombination in a diode, where a larger J0 corresponds to larger 

recombination. It depends on the material quality and temperature, increasing as T 

increases and decreasing as the material quality increases. 

 

Figure 1.7. a) Majority carrier diffusion and minority carrier drift at a p-n junction. b) Drift and 

diffusion currents cancel out to zero with no bias applied to the junction. c) The majority carrier 

diffusion is larger under forward bias due to the reduced junction barrier height. d) There is 

very little majority carrier diffusion under reverse bias, leaving the drift current to be larger.  
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Figure 1.7d shows the p-n junction under reverse bias. This time the applied electric 

field is in the same direction as the built-in field which increases the barrier to 

diffusion of majority carriers across the junction. This leaves the drift current slightly 

higher than the diffusion current resulting in a small current under reverse bias. As 

with the forward bias case, the drift current doesn’t change much.  

1.4.6 Ideal Solar Cell Behaviour 

An ideal solar cell can be modelled as current generator in parallel with a diode as 

seen in Figure 1.8a. The resistance of the load across the terminals and the 

illumination intensity determine how much current flows through the load versus the 

diode. A higher load resistance results in more current through the diode and a higher 

potential across the terminals.  

 

Figure 1.8. a) Equivalent circuit for the ideal solar cell. The resistance of the load determines how 

much current flows through the load and how much flows through the diode. b) Solar cell JV 

curve showing Voc and Jsc.  The fill factor is a ratio of the area of the square determined by the 

maximum power point to the area of the square determined by Voc and Jsc. 

Two important characterisation points are the short circuit current density, Jsc, and the 

open circuit voltage, Voc. The short circuit current is the current under illumination 

when the resistance between the terminals is zero (terminals are shorted together). 

The voltage at the terminals in this case is zero. The open circuit voltage is the voltage 
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under illumination when the terminals are disconnected (resistance is infinite). In this 

case the current from one terminal to the other is zero. Outside this voltage range 

(V = 0 V and V = Voc at the terminals) the device no longer acts as a solar cell. If a 

voltage is applied across the terminals such that V < 0 or V > Voc, the device consumes 

power. In the first case, the cell acts as a photodetector. The second case is the regime 

where light emitting diodes operate.  

There are two other important characterisation parameters beside Jsc and Voc for solar 

cells. The first is the fill factor, FF, which is defined as
10

 

ocsc

mppmpp

VJ

VJ
FF   (1.5) 

where Jmpp and Vmpp are the current density and voltage at the maximum power point. 

Different resistive loads across the terminals produce different currents and voltages 

at the terminals. Jmpp and Vmpp correspond to the load where the power (P = JV) is 

maximised. Figure 1.8b gives an example of the relationship between the current and 

voltage at different resistive load values. The figure also demonstrates how the 

maximum power achievable from the cell relates to a “non-real” power determined by 

Jsc and Voc. The fill factor then provides a quantification of the shape of the JV curve. 

Although the points along the JV curve correspond to different resistive loads, actual 

measurements are done by applying different voltages across the terminal and 

measuring the current. This is discussed in section 2.1. 

Finally, the power conversion efficiency, PCE, relates the energy output from the cell 

to the incident light power density, Ps. It is given by 
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s
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P

FFVJ
PCE  . (1.6) 

The photocurrent for the ideal solar cell is given by  

   VJJVJ darksc   (1.7) 

where Jdark(V) is given by equation (1.4). 

1.4.7 Non-Ideal Solar Cell Behaviour 

The previous section discussed an ideal solar cell. In reality there are parasitic 

resistances that degrade the performance of the cell. Figure 1.9 shows how the series 

and shunt resistances, Rs and Rsh, are included in the equivalent solar cell circuit and 

the effects they have on the JV curves. The series resistance is a result of the 

material’s resistance to current flow. Much of the Rs contribution can come from the 

resistance between the semiconductor surface and the contact and from resistive 

contacts. Leakage current through “shunt” pathways in the cell and around the edges 

of the cell contributes to Rsh. As is demonstrated in Figure 1.9, low Rs and high Rsh are 

needed for the best performance.  

 

Figure 1.9. a) Solar cell equivalent circuit with series and shunt resistances included. b) The 

effect of increasing series resistance on the JV curve. c) The effect of increasing shunt resistance 

on the JV curve. 

When the parasitic resistances are taken into account, the full diode equation becomes 
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where A is the cell area. The dark diode equation, equation (1.4), is also modified with 

the addition of an ideality factor, n, to become 














 10

Tnk

qV

BeJJ . (1.9) 

In inorganic solar cells the ideality factor generally has a value between 1 and 2, and 

describes the recombination in the cell
31

. 

1.5 Current Solar Cell Technology 

Most solar cells operate based on a p-n junction
10

. This is also the junction that 

produces the highest performing cells. Table 1.1 lists the current state of the art single 

junction solar cells for both p-n and excitonic junctions under the AM1.5G spectrum. 

This is not an exhaustive list, but it provides a good overview of cells based on the 

junctions presented in section 1.4. Silicon received its own category here since it 

currently has the dominant share (~80%)
32

 of the PV market. Not included in this list 

are the lead-salt colloidal quantum dots (CQD) solar cells. There is still debate about 

the junction mechanism of these cells. However, PbS CQD cells are the focus of 

chapter 0, and a study of the junction mechanism is presented there. The current state 

of CQD solar cells is also given in chapter 0. Multi-junction and concentrator solar 

cells have also been left out of the table. Although the end goal of the dilute nitride 

cells in chapter 0 is for use in a multi-junction cell, the multi-junction architecture 

itself is not investigated in this thesis. 
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Table 1.1. Current state of the art single junction solar cells. The majority of the cells operate 

based on a p-n junction.  The last two cells listed are based on an excitonic junction. 

Category Cell Voc (V) Jsc (mAcm
-2

) FF PCE Ref 

p-n 
      

Silicon Crystalline 0.696 42.0 0.836 24.4% 33 

Silicon Multicrystalline 0.664 37.7 0.809 20.3% 34 

Silicon Amorphous 0.886 16.7 0.670 10.1% 35 

III-V GaAs thin film 1.111 29.4 0.859 28.1% 36 

III-V GaAs multicrystalline 0.994 23.2 0.797 18.4% 37 

III-V InP crystalline 0.878 29.5 0.854 22.1% 38 

Thin Film CIGS 0.690 35.5 0.812 19.9% 39 

Thin Film CdTe 0.845 26.1 0.755 16.7% 40 

Thin Film CZTSS 0.516 28.6 0.654 9.7% 41 

Excitonic 
      

 Dye-sensitized 0.736 21.7 0.736 10.9% 42 

 Organic polymer 0.816 14.4 0.702 8.3% 43 

 

Since crystalline silicon is such an established technology, the end product advances 

in efficiency are generally accomplished through incremental improvements to the 

production line instead of revolutionary advances
44

. This is because of the cost and 

risk of making large changes to the production line. Even though the efficiency of III-

V solar cells is quite high, the fabrication cost is restrictive. Therefore much of the 

focus on III-V solar cells is on multi-junction, concentrator, and third generation solar 

cells
45

. Chapter 0 investigates two III-V based technologies ultimately looking to be 

used in third generation and multi-junction cells. Thin film CIGS cells offer high 

efficiencies at a lower cost than silicon, but the future of this technology may run into 

difficulty due to the use of scarce and toxic materials
46,47

. The same is true for 

CdTe
48

,
49

. The development of thin film Cu2ZnSnS4-type cells looks to address these 
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two issues
46,47

. Dye-sensitized solar cells have efficiencies comparable to amorphous 

silicon, but can be produced at a lower cost
45

. However, the long-term stability still 

needs to be addressed before they enter the market
45

. Finally, organic materials offer 

the possibility of low-cost, flexible solar cells. However, longer device lifetimes need 

to be achieved in these as well
45

.  
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Chapter 2 

Electrical Characterisation Techniques 

2 Electrical Characterisation Techniques 

2.1 Current-Voltage Measurements 

Current-voltage (IV) or current density-voltage (JV) measurements are the most 

fundamental solar cell characterisation technique since the four key solar cell 

parameters (Voc, Jsc, FF, PCE) are determined through these measurements. However, 

these are not the only parameters that can be determined using JV measurements. The 

diode ideality factor, m, and dark saturation current, J0, are determined from IV curves 

taken in the dark, and the parasitic resistances can be determined from illuminated IV 

curves. 

2.1.1 IV Experimental Setup 

IV measurements were taken using a Keithley 2400 SourceMeter Instrument. A 

Newport 67005 solar simulator was used to simulate AM1.5 illumination. The solar 

cells were located such that the incident power density from the solar simulator was 

100 mW/cm
-2

 which was calibrated with a Thorlabs D3MM thermal sensor. The PbS 

colloidal quantum dot solar cells in chapter 0 and the polymer solar cells in chapter 0 

were all mounted in a custom built cell holder that allowed nitrogen to be 
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continuously flushed through the system. The In(Ga)As quantum dot and GaInAsN 

cells in chapter 0 were mounted in an Oxford Instruments DNV cryostat, even when 

just room temperature measurements were taken, for ease of making connection to the 

cells. 

2.1.2 Key Solar Cell Parameter Determination 

Figure 1.8b shows a typical JV curve (current divided by the cell area gives the 

current density) with Jsc and Voc marked. Both of these values can be taken directly 

from the JV curve. Jsc is the current when the voltage is zero and Voc is the voltage 

when the current is zero. To determine the fill factor, the power is calculated (P = IV) 

at each point along the curve between Jsc and Voc and the maximum power point is 

found. The current and voltage at the maximum power point (Jmpp, Vmpp) along with 

Jsc and Voc are used in equation (1.5) to determine the fill factor. Finally, the power 

conversion efficiency is determined by equation (1.6) with an incident illumination 

power density of 100 mWcm
-2

. 

2.1.3 Parasitic Resistances Determination 

The illuminated IV curves are used to determine the series and shunt resistances as 

well. If the series and shunt resistances are both large (a valid approximation for the 

CQD and polymer cells), the term with Rsh can be neglected in equation (1.8) giving 
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where the current, I, has been used instead of the current density, J. Algebraically 

solving for the voltage gives 
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At open circuit between the terminals the current is zero and V = Voc leading to 
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Now (kBT/q) is much small than Voc. Therefore, if Rs is large compared to (kBT/qI0), it 

can be approximated as 

ocVV
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The shunt resistance can also be approximated if the series and shunt resistances are 

both small. In this case Rs can be neglected in equation (1.8), which then becomes 
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where again the current is used in place of the current density. This can be 

differentiated with respect to V to get 
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At short circuit between the terminals the voltage is zero and I = Isc which gives 

Tk

qI

dV

dI

R BVsh

0

0

1




. (2.8) 



29 

If Rsh is small, then (qI0/kBT) is comparatively negligible and Rsh can be approximated 

as 

0

1




Vsh dV

dI

R
. (2.9) 

 

2.1.4 Ideality Factor and Reverse Saturation Current Determination 

To determine the ideality factor and reverse saturation current, the diode equation 

(equation (1.9)) is fitted to the diode portion of the dark IV curve
50

. Figure 2.1 shows 

a sample dark IV curve where the effects of the parasitic resistances are noticeable 

(assuming Rsh is much larger than Rs).  

 

Figure 2.1. Example dark JV curve showing the effect of parasitic resistances. At low positive and 

negative biases the current is limited by Rsh giving a linear response. At intermediate biases the 

current is controlled by the diode producing an exponential response. At high biases the current 

is limited by Rs yielding a linear response. Equation (1.9) is fit to the diode portion on the curve to 

determine n and J0. 
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At negative and low voltages the current is limited by Rsh producing a linear response. 

At intermediate voltages the current is controlled by the diode giving an exponential 

response. Finally, at high voltages the current is limited by Rs which again produces a 

linear response
51

. The fit of equation (1.9) to the diode controlled portion of the dark 

IV curve yields the values for n and I0. 

2.2 Impedance Measurements 

2.2.1 Impedance Experimental Setup 

Impedance and capacitance measurements were taken with either a Solartron 1260 

Impedance Gain Phase Analyzer or an Agilent E4980A option 001 Precision LCR 

Meter. The Solartron was used for the impedance and capacitance measurements 

reported in chapters 0 and 0, and the Agilent for the measurements in chapter 0. The 

Solartron had noise problems at certain bias ranges. However, valid measurements 

could still be taken. Once the Agilent became available, it was used instead. Both 

systems are all-in-one measuring units that provide the stimulating signal and measure 

the response. All capacitance and impedance measurements were taken with the cell 

in the dark.  

2.2.2 Brief Impedance Measurement Theory 

As a simple description of the measurement process, the device under test is 

stimulated with a small amplitude, single-frequency voltage (or current), and the 

phase shift and amplitude of the resulting current (or voltage) is measured
52

. 

Impedance is defined within linear systems theory
53

, which requires a small 

perturbing signal to maintain an electrically linear response
52

. Figure 2.2 demonstrates 

the importance of the small perturbing signal at forward DC bias for a system with an 
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exponential current response, such as a diode. A change in voltage results in a non-

linear change in current. However, if the perturbation is small, the change can be 

approximated as linear. The perturbation amplitude was 25 mV for all measurements 

performed in this thesis. 

 

Figure 2.2. The perturbation amplitude in voltage causes a larger amplitude response in current 

due to the exponential relationship. Therefore it is necessary to use small perturbation 

amplitudes.  

The response signal amplitude and phase with respect to the stimulating signal 

determine the device’s impedance at the particular perturbation frequency and DC 

bias. Although the impedance and capacitance could be directly taken from both the 

Solartron and Agilent machines, this resulted in incorrect capacitance results since the 

machines make assumptions about the configuration of the external circuit under 

measurement. In order to avoid this problem, the real and imaginary impedance 

components were recorded (Z = R + iX, where Z is the impedance, R is the real 

component, and X is the imaginary component) and the real component of the 

complex capacitance was found. The impedance of a capacitor is given by  

Ci
Z cap



1
  (2.10) 
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where  is the angular frequency of the perturbation signal and C is the capacitance. 

Rearranging for C, substituting R + iX for Z, and rationalizing gives the complex 

capacitance as 
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All capacitance values were determined by the real component of equation (2.11), 

which gives the capacitance as 
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2.2.3 Capacitance-Voltage Measurements 

As mentioned in section 1.4.4, the depletion width at a Schottky junction is bias 

dependent. For reverse and small forward bias values such that there is still a barrier 

to diffusion current across the junction (see section 1.4.5), the Shottky junction 

behaves as a parallel-plate capacitor with plate spacing equal to the depletion width. 

This can be seen by looking at the dynamic capacitance of the junction, which is 

defined as the amount of charge moving in or out of the device with changing bias 

and is written as
54

 

dV

dQ
C   (2.13) 

where Q is the charge. The amount of charge in a p-type semiconductor at the 

junction is
54
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giving the capacitance to be 
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The depletion width at a Schottky junction was given in equation (1.3). Incorporating 

the depletion width, the capacitance can be expressed as 

w

A
C s  (2.16) 

where the bias dependency, (Vbi – V), was substituted for Vbi in equation (1.3). This is 

the expression for the capacitance of a parallel-plate capacitor with plate spacing 

equal to the depletion width. Since the depletion width is bias dependent, so is the 

capacitance. This can be exploited to determine Vbi and Na. Equation (2.15) can be re-

written as  
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From this it can be seen that in a plot of C
-2

 versus bias voltage, a linear response is 

observed for regions of capacitance determined by the depletion capacitance. Fitting 

equation (2.17) to this region reveals the doping density and built-in bias. 

This analysis is also valid for a p-n junction if the doping on one side of the material 

is much larger than the doping on the other. In that case, the depletion region is almost 

entirely in only one of the semiconductor layers (see section 1.4.4). If the doping 

densities are similar, then this approximation is no longer valid and the doping density 

in equation (2.17) needs to incorporate the doping in both junction materials. 

Assuming the relative permittivity is the same in each material, the full form of 

equation (2.17) is 
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for similar material doping densities at a p-n junction.  

Section 2.2.2 mentioned the importance of using a small modulation amplitude to 

maintain the linearity of the response. Choosing the correct modulation frequency is 

also important. For inorganic crystalline material such as the material studied in 

chapter 0, frequencies in the range of 10 kHz to 1 MHz are typically used in order to 

prevent losses due to shunt pathways
55

. However, materials that have slower 

responding charge carriers such as those in chapters 0 and 0, it is important to use a 

low modulation frequency (typically around 100 Hz) to ensure all the charge carriers 

can respond to the modulation signal and contribute to the capacitance
54,56

. Generally 

inorganic crystalline material generally has faster responding charges than organic 

material which means the capacitance results are consistent over a wider range of 

frequencies.  

2.2.4 CV Depletion Width Determination 

The width of the depletion region can be determined by a couple methods. First, 

equation (2.16) shows the capacitance for a parallel-plate capacitor with spacing w. 

This also represented the depletion capacitance where w was the depletion width. 

Therefore in the depletion capacitance regime, the depletion width can be found as 

function of bias by measuring the capacitance and using equation (2.16). The built-in 

bias and doping density values can also be used to determine the depletion width 

using equation (1.3) with (Vbi – V) in the place of Vbi for the bias-dependent depletion 

width. 
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2.2.5 Diffusion Capacitance 

The technique described in section 2.2.4 was based on the depletion capacitance. At 

forward biases such that flat-band or near flat-band conditions are reached, minority 

carriers are injected into the semiconductor from the metal and the capacitance 

becomes dominated by the excess minority carriers
57,58

. This is known as the diffusion 

capacitance
54

. This happens in a p-n junction as well when majority carriers diffuse 

across the reduced barrier becoming minority carriers
59

 (see section 1.4.5). The 

capacitance can be found by considering the layer with thickness equal to L of 

accumulated minority carriers at the junction. Using Boltzmann statistics, for electron 

minority carriers the capacitance is
60,61
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where n0 is the minority carrier concentration in equilibrium,  is a factor that 

accounts for departure from Boltzmann statistics, and VF is the potential associated 

with splitting the carrier Fermi levels related to the accumulation of minority 

carriers
60,62

. This capacitance is also commonly referred to as the chemical 

capacitance, since it is an equilibrium property
59,60

. According to equation (2.19), the 

capacitance should increase with increasing forward bias. However, minority carrier 

injection can be limited (for example by barriers at metal semiconductor 

junctions
63,64

) which causes the capacitance to go negative above a given forward 

bias, departing from the chemical capacitance
63

.  

Injected minority carriers are governed by diffusion and recombination, which leads 

to an impedance model based on diffusion coupled with recombination in the 
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chemical (diffusion) capacitance regime
65,66

. The process can be modelled with a 

transmission line equivalent circuit
66,67

 shown in Figure 2.3. 

 

Figure 2.3. Transmission line equivalent circuit representation of diffusion and recombination 

In the equivalent circuit model shown in Figure 2.3 Rrec represents the recombination 

resistance, Rtr represents the transmission resistance, and C represents the chemical 

capacitance. The minority carrier lifetime, , is then given by
57
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The recombination resistance and transmission resistance are related by
66
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where d is the distance from the junction to the electrode that minority carriers must 

travel to be extracted at the electrode and Ln is the minority carrier diffusion length. If 

the diffusion length is large compared to d, Rrec is much larger than Rtr and the 

transmission line can be reduced to an RC circuit. The resulting description of the 

entire process to include series resistance is shown in Figure 2.4. Impedance 

measurements in the chemical capacitance regime (forward bias above the flat-band 

bias) are taken over a broad range of frequencies to create a complex plane 

representation of the impedance
68

. The impedance spectrum for the circuit shown in 

Figure 2.4 is a semi-circular arc shifted on the real axis by an amount equal to Rs as 

seen in Figure 2.5a. 
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Figure 2.4. Reduced equivalent circuit for cells with a large diffusion length compared to the 

material thickness. 

Fitting the measured impedance spectra data with the circuit in Figure 2.4 leads to the 

minority carrier lifetime using equation (2.20). The minority carrier lifetime can also 

be found by the frequency at the top of the arc (highlighted in Figure 2.5a) since it 

corresponds to the RC time constant, and therefore to the minority carrier lifetime 

such that  = 1/. 

 

Figure 2.5. a)  Impedance spectra corresponding to recombination. The minority carrier lifetime 

is determined by the RC time constant or the characteristic peak frequency (green triangle). b) 

Warburg feature at high perturbing frequencies corresponding to diffusion.  

Diffusion effects are seen in the impedance spectra by a 45
0
 “Warburg” feature at 

high frequencies as demonstrated in Figure 2.5b. However for cells that are thin 

compared to the diffusion length, the transmission resistance is a small fraction of the 

recombination resistance and the Warburg part becomes very small to the point of not 

seeing it
59

. The Warburg part can also be masked by the presence of other high-
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frequency components such as inductance of the connecting leads or chemical 

capacitance of majority carriers
57

. If the minority carrier lifetime is small, the RC arc 

is reduced and the Warburg part becomes larger with respect to the rest of the curve
65

.  

2.3 External Quantum Efficiency Measurements 

2.3.1 EQE Experimental Setup 

Illumination for the external quantum efficiency (EQE) measurements was provided 

by a halogen lamp and Oriel Cornerstone 130 monochromator. High-pass cut off 

filters of 400, 610, and 1000 nm were used to block harmonics when illuminating at 

longer wavelengths. The light intensity at each wavelength was calibrated using a 

Newport 818 UV enhanced silicon photodetector and a Newport 918 IR germanium 

photodetector. The current signal from the solar cell was measured with a Keithley 

6845 picoammeter. The entire system was controlled via a labView virtual 

instrument.  

2.3.2 EQE Method 

EQE is the ratio of the number of collected charge carriers to the number of incident 

photons. This value is wavelength dependent and gives a description of how well the 

cell converts solar energy to electrical energy. For example, if every incident photon 

at a given wavelength is absorbed and collected, the EQE at that wavelength is one.  

In order to measure EQE, the solar cell is illuminated with a single wavelength (in 

reality the line width depends on the monochromator) and the photocurrent is 

measured. The photocurrent is equal to Jsc (in reality the measured current is slightly 

less than Jsc since the meter has a very small resistance). This process is then repeated 

over a broad spectrum of wavelengths to build the wavelength dependent EQE graph.  
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Once the EQE across the solar spectrum wavelengths is determined, it can be 

integrated with the solar spectral irradiance to determine Jsc. This allows a comparison 

to be made with the measured Jsc from JV measurements. However, the illumination 

intensity of the EQE system needs to be considered. For example, quantum efficiency 

measurements on P3HT:PCBM solar cells show little intensity dependence at 

intensities near one sun, but at intensities below 1 mWcm
-2

 the results become very 

intensity dependent
69

. The Jsc determined from the EQE measurements also provides a 

method for adjustments. In the preceding analysis, the measured optical power was 

assumed to be incident entirely within the solar cell. This was true for the cells in 

chapter 0. However, the cells in chapter 0 were much smaller and the incident photons 

could not be completely focused onto the cell. Therefore for these cells, an overall 

correction factor was applied to the EQE measurements such that the Jsc determined 

from integration matched that of the JV determined Jsc. The correction factor was 

applied equally to all wavelength values, so the shape of the EQE response remained 

unaltered.  

2.4 Temperature Dependent Measurements 

Temperature dependent measurements were taken with the solar cells mounted in an 

Oxford Instruments DNV cryostat controlled by an Oxford Instruments ITC 502 

temperature controller. Temperature dependent measurements were conducted by first 

lowering the temperature to 77 K and letting the cell stabilize for 1 hour. After each 

measurement, the temperature was raised to the next temperature and allowed to 

stabilize for 5 minutes once the new temperature was reached before taking the next 

measurement. 
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Chapter 3 

Interface Analysis of Colloidal Quantum Dot 

Solar Cells 

3 Interface Analysis of Colloidal Quantum Dot Solar 
Cells 

3.1  Introduction 

The major drawback solar PV currently faces is that it is too costly to compete with 

other sources of electricity
70

. Solution processed colloidal quantum dot (CQD) solar 

cells have recently made significant progress in this regard and offer a promising 

route towards low-cost solar cells with the added benefit of band gap tunability 

leading to solar cells that harvest photons over a large portion of the solar 

spectrum
70,71,72,73,74

. Advances in chemistry and nanotechnology allow easy 

manufacturing of uniform semiconductor nanocrystal quantum dots (QD)s without the 

need of a clean room, high temperature processing, or ultra-high vacuum equipment 

leading to large quantum dot production at competitive prices
73

. Fabrication of the 

solar cell itself also promises to be low-cost using cheap manufacturing processes 

such as spray-coating and inkjet printing combined with roll-to-roll processing
71,72, 75, 

76
. 
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The other major reason CQD solar cells are so attractive is because they can be 

spectrally tuned by controlling the size of the QD material due to the quantum size 

effect
18,71,72,77

. When a particle is made smaller than the Bohr radius, quantum 

confinement of the electron and hole wave functions produces an increase in the band 

gap
78, 79

. For example, PbS which has a Bohr exciton radius of 18 nm
72,80

 can be tuned 

to have an absorption onset from ~ 600 nm to over 1800 nm
72,81

. The benefit of such 

band gap tunability coupled with cheap solution processing is in the application to 

multi-junction solar cells.  

An optimised triple-junction solar has an efficiency limit near 49%
71. However the 

drawbacks of single-crystal multi-junction cells are high material cost leading to high 

energy payback time, the necessity of crystal lattice matching, and the need to make 

physically rigid cells
71

. On the other hand, solution processed CQD solar cells avoid 

these problems. In fact, they open the possibility to fabricate a low-cost, multi-

junction cell from a single material composed of layers of different sized QDs that 

harvest photons over a large portion of the solar spectrum
71,73

. Figure 3.1 illustrates 

this idea. In this example the first QD layer is composed of 2.6 nm diameter PbS 

CQDs with an absorption onset at 680 nm, the second layer has 3.6 nm PbS CQDs 

with an onset at 1070 nm, and the final layer has 7.2 nm PbS CQDs with an onset at 

1750 nm
72

. 

One final phenomenon worth mentioning (although it is not investigated in this thesis) 

is multiple exciton generation (MEG), since this is often cited as a possible advantage 

of CQD solar cells. Due to strong confinement by the QDs, interactions between 

incident photons and charges in the QDs may lead to the generation of multiple 

excitons from a single photon
82,83

. Application in a solar cell could then be a path to 
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increasing the power conversion efficiency beyond the Schockley-Queisser limit
74

. 

Already, MEG has been observed in both PbS and PbSe QDs
84,85,86

. However, MEG 

in solar cells has yet to be proven and the efficiency of the process, fundamental 

mechanism, and application to solar cells are still areas of debate
74,87,88,89,90,91,92

. 

 

Figure 3.1. Multi-layer PbS CQD solar cell absorption for CQD sizes of 2.6, 3.6, and 7.2 nm. 

Light is incident on the small dot layer first, harvesting high energy photons. Each subsequent 

layer harvests a different portion of the spectrum.  

3.2 Current State of CQD Solar Cells 

In the past four years CQD solar cell architecture has progressed from Schottky 

barriers
50

 to heterojunctions
93

 and even on to the more complex architectures of bulk 

heterojunction
94

 and tandem
95,96

 cells. The power conversion efficiency for CQD solar 

cells has also seen rapid progress with the current record at 5.5% for a bulk 

heterojunction solar cell fabricated from lead sulphide (PbS) quantum dots and 
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titanium dioxide (TiO2) nanocrystals
94

. The appearance of the tandem cell this year 

(2011), while currently lower in efficiency than the single and bulk heterojunction 

cells, demonstrates clear progress towards realizing a highly efficient multi-junction 

CQD solar cell like the one illustrated in Figure 3.1. In addition, novel charge 

transport has been reported this year in CQD cells employing quantum funnels 

(graded layer of CQD sizes) that direct minority carriers toward an electron acceptor 

material
97

. 

A brief summary of some of the highest performing PbS and PbSe solar cells is given 

in Table 3.1. This is not meant to be a complete catalogue, but rather is intended to 

give a general idea of the current state of PbS and PbSe CQD solar cells. For a more 

complete list of infrared CQD solar cells, see reference 72. The top section of Table 

3.1 presents the CQD highlights for each type of device architecture while the bottom 

section is focused on single, planar heterojunctions with ZnO since that structure is 

closely related to the cell architecture investigated in this chapter. 

Table 3.1. CQD solar cell highlights.  Bottom half – ZnO specific heterojunctions 

Architecture Material Voc (V) Jsc (mAcm-2) FF AM1.5G PCE Ref. 

Schottky ITO/PbS/LiF/Al 0.51 14.0 0.51 3.6% 98 

Heterojunction FTO/TiO2/PbS/Au 0.51 16.2 0.58 5.1% 93 

Bulk Heterojunction FTO/TiO2/PbS:TiO2/Au 0.48 20.6 0.56 5.5% 94 

Tandem ITO/TiO2/PbS(1.6 eV) 

/GRL/PbS (1.0 eV)/Au 

1.06 8.3 0.48 4.2% 96 

PbS and PbSe Heterojunctions with ZnO 

PbSe/ZnO Film ITO/ZnO/PbSe/-NPD/Au 0.39 15.7 0.27 1.6% 99 

PbSe/ZnO QD ITO/PEDOT:PSS/PbSe/ZnO/Al 0.44 24.0 0.32 3.4% 100 

PbS/ZnO ITO/ZnO/PbS/Au 0.59 8.9 0.56 2.9% 80 

 

The last architecture shown in Table 3.1 is very similar to the devices studied in this 

chapter, only inverted. It has been reported that a Schottky junction forms at the 
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PbS/metal junction without careful selection of the metal electrode that creates an 

opposing diode to the PbS/ZnO diode
101

. By moving the PbS to the transparent 

conductor side, that problem is alleviated. However, as will be seen in the thickness-

dependent EQE section (3.7.2.1), this moves the charge separating junction to the 

back side of the photon absorbing PbS layer which may inhibit exciton separation. 

3.3 Work Presented in this Thesis 

The work presented in this chapter was carried out in collaboration with a fellow 

DPhil student (Cheng Cheng). All QD synthesis and cell fabrication (section 3.5) was 

carried out by Cheng. The electrical characterisations and analysis were performed by 

the author. 

The field of CQD solar cells is relatively young compared to other solar cell 

technologies. As a result, there are still many new device structures, in terms of 

materials and architectures, to investigate. The main focus of this chapter is an 

electrical characterisation (using the techniques presented in chapter 0) of the first 

reported CQD heterojunction solar cell of the architecture 

ITO/PEDOT:PSS/PbS/ZnO/Al. In addition, specific areas of interest are investigated. 

The heterojunction operating mechanism is still not fully understood with suggestions 

of both p-n and excitonic behaviour (see section 3.6). Specific attention is given to 

this topic using capacitance and quantum efficiency methods. The charge dynamics at 

the electrode contacts also receives special consideration in terms of charge injection 

barriers.  
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3.4 UV Photodoping the ZnO QDs 

A problem with using ZnO as an n-type material to form the heterojunction with PbS 

is that it has low conductivity which restricts the current output from the solar cell
100

. 

However, the conductivity can be increased by UV pohotodoping which is thought to 

passivate electron traps on the ZnO surface
102,103

. ZnO is intrinsically n-type
104

, but 

mobile electrons can become trapped when gas molecules such as O2, NO2, and CO 

are adsorbed on the ZnO surface
105

. In order to free the electrons, oxygen desorption 

from the nanocrystal surface can be induced by the introduction of holes from the 

anode through applying a high forward bias or UV illumination in an O2-free 

environment
106,107

. Using this explanation, Lakhwani et al. suggest the ZnO 

nanocrystals can be considered an intrinsic, wide-band gap semiconductor before UV 

illumination
104

. After full UV illumination, they measured the doping density to be on 

the order of 10
18

 to 10
19

 cm
-3

 depending on the method of measurement. 

3.5 CQD Solar Cell Fabrication 

The first step was to synthesize PbS nanocrystals with a band gap of 1.3 – 1.4 eV 

using the process described by Luther et al
80

. A ligand exchange from oleic acid to 

butylamine was then performed on the PbS nanocrystals to reduce the interparticle 

spacing. The ZnO nanocrystals (larger than the Bohr radius) were synthesized using 

the method described by Pacholski et al
108

. Next, the cells themselves were fabricated 

using the following procedure. PEDOT:PSS was spin cast onto cleaned, pre-patterned 

ITO substrates. PbS QDs were spin cast next using a layer-by-layer method
100

. The 

thicknesses measured by DEKTAK are 50 nm, 125 nm, 190 nm, and 230 nm. During 

each layer iteration, the cell was immersed in 1,2-ethanedithiol (EDT) to perform a 

ligand exchange of butylamine to EDT
109

. The residual EDT was washed off by 
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spinning the substrate while dropping methanol and hexane onto the surface. After 

this, ZnO was spin cast on top of the PbS layer to create a ~100 nm thick ZnO layer. 

Finally, Al electrodes were evaporated through a shadow mask producing cells with 

an area of 0.03 cm
2
. Figure 3.2 illustrates the cell structure. Each substrate produces 

three “pixel” solar cells determined by the overlap of ITO and Al.  

 

Figure 3.2.  a) Three solar cells (termed pixel cells) per substrate are determined by the ITO and 

Al overlap. b) The solar cell layer structure. The layers are not to scale. 

3.6 CQD Solar Cell Junction Interface Processes 

An area of considerable discussion in CQD cells is the operating mechanism at 

heterojunction interfaces. Solar cells fabricated from PbS and PbSe QDs have both 

been shown to form Schottky barriers that separate electron and hole charge carriers 

when in contact with a metal electrode
50,110,111,112,113

. However, when forming a 

heterojunction with an n-type material there has been much debate as to whether the 

operating mechanism of the junction is depleted p-n
93,94,101

 or excitonic
99,100,114

. This 

is important because thick PbS layers would improve absorption of photons with 

energy greater than the quantum confined band gap, but thicker layers reduce the 

charge separation efficiency due to the extra distance they must travel to the 

heterojunction
71

. In an excitonic junction, the charge harvesting ability is determined 

by the exciton diffusion length
22

. However, a p-n junction creates a depletion region 
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that extends out from the junction increasing the charge collection distance within the 

material. Minority carriers only need to diffuse to the depletion region in order to be 

swept into the other material due to the electric field in the depletion region, 

becoming majority carriers.  

In support of excitonic junction behaviour, Leschkies et al. argue that the Voc 

dependence on QD size (smaller QDs produce larger Voc) in PbSe QD/ZnO thin film 

solar cells provides evidence of an excitonic junction
99

. Their argument focuses on the 

position of the Fermi level within the PbSe material in relation to the ZnO Fermi 

level. The ZnO thin film is n-type and has a Fermi level near the conduction band. For 

each case of doped PbSe (intrinsic, n-type, p-type), the PbSe Fermi level should be 

below the ZnO Fermi level. The location of the PbSe Fermi level can be changed by 

decreasing the PbSe QD size which increases the band gap, and therefore changes the 

Fermi level position. Each doping case should respond differently to the change in 

band gap. For their argument, they assume the conduction and valence bands both 

increase by the same amount when the band gap increases
99

. This results in the Fermi 

level staying in the same location for intrinsic PbSe (always in the middle of the band 

gap), moving toward the ZnO Fermi level (smaller Fermi level difference between the 

materials) for n-type PbSe, and moving away from the ZnO Fermi level (larger Fermi 

level difference between the materials) for p-type PbSe. They conclude then that 

when the PbSe QD size is decreased, the Vbi and hence Voc should stay the same in the 

intrinsic case, decrease in the n-doped case, and increase in the p-doped case. The 

final piece of evidence is their conclusion that the PbSe is not p-type based on FET 

transfer characteristics which show ambipolar conduction and high electron current in 

the dark and under illumination. Therefore, they conclude the junction cannot behave 
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like a traditional p-n solar cell since the PbSe would need to be p-type to exhibit an 

increasing Voc with decreasing QD size
99

.  

There are a couple items to consider with regards to the conclusions made by 

Leschkies et al. discussed in the previous paragraph. First, they follow the PbSe QD 

synthesis method described by Luther et al
109

. Field effect transistors were indeed 

found to have ambipolar conduction when fabricated from PbSe QDs that had been 

synthesised with that method. However, broad band illumination caused the material 

to become p-type
109

. Any exposure to oxygen was also found to p-dope the PbSe
109

. 

Also, it has been shown that PbSe synthesised in this manner can be used to fabricate 

p-type Schottky solar cells
113

. Based on the argument of Leschkies et al., p-type PbSe 

would result in the Fermi level shifting in the right direction to produce an increase in 

the Voc with decreasing QD size. This brings into question the conclusion of 

Leschkies et al. that the PbSe QDs are not p-type.  

The second thing to consider is the proposed response of the Vbi and Voc with 

changing band gap. Their argument is based on a p-n homojunction response. In a 

heterojunction, Fermi level alignment determines the amount of band bending, but 

there are also conduction and valence band offsets due to the different band gap sizes 

between the two materials
115

. The offsets must also be considered along with the 

Fermi level difference when determining the energy level difference between 

extracted carriers. Therefore a change in the band gap changes the Fermi, conduction 

band, and valence band energy levels which all must be considered in the analysis.  

Another argument for excitonic junction behaviour comes from Choi et al
100

. They 

found two distinct regimes based on PbSe QD size in PbSe QD/ZnO QD solar cells. 

For QD diameters smaller than ~3.8 nm the Voc was found to increase with decreasing 
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PbSe QD diameter. For QD diameters larger than ~3.8 nm no significant photovoltaic 

effect was seen. The small diameter QDs were correlated to a type II heterojunction 

that provides a positive driving force for charge transfer from the PbSe to ZnO, and 

the large diameter QDs were correlated to a type I heterojunction where charge 

transfer at the interface is energetically unfavourable. Based on the size dependence 

of the photovoltaic behaviour, they concluded the most likely mechanism was not 

Fermi level alignment of a p-n junction. To test this further they fabricated cells with 

the PbSe and ZnO layer reversed (ITO/ZnO/PbSe/Al). In this configuration the PbSe 

is expected to make a Schottky contact with the Al electrode that opposes the 

PbSe/ZnO junction. In the dark, the device was expected to show forward rectification 

dominated by the PbSe/Al Schottky contact. However, under illumination the 

PbSe/ZnO should transfer electrons into the ZnO leading to a photo-induced chemical 

potential energy gradient that lowers or reverses the rectification. The tests resulted in 

forward rectification in the dark, no rectification at 100 mWcm
-2

 illumination, and 

reverse rectification at 150 mWcm
-2

 illumination. They conclude that only excitonic 

behaviour could account for this effect
100

.  

In considering the conclusions from Choi et al. the ZnO doping state needs to be 

considered. When fabricating functioning solar cells (not the inverted PbSe/ZnO 

devices), Choi mentions the importance of UV photodoping the ZnO layer. However, 

there is no indication that the cells used to test the rectification reversal behaviour in 

the preceding paragraph were photodoped. As will be shown in sections 3.7.2.2 and 

3.7.3.2, the ZnO doping level is important to the junction characteristics.  

On the depleted p-n side of the argument, Pattantyus-Abraham et al. first show results 

of photovoltaic behaviour (Jsc ~ 10 mAcm
-2

, Voc ~ 0.38 V) for PbS QDS that have a 
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negligible conduction band offset with the electron accepting material (TiO2)
93

. The 

PbS QD size in this case was 5.5 nm (bandgap of 0.9 eV) producing a conduction 

band energy of 4.1 eV which is the same as the TiO2 conduction band energy level. 

The built-in electric field of a depletion region created at the PbS/TiO2 interface is 

concluded to be the mechanism that prevents electron back flow from the TiO2 to 

PbS, creating the photovoltaic behaviour
93

. They also point out that this result is in 

opposition to conclusions from photoluminescence measurements that suggested only 

PbS QDs with bandgaps greater than 1 eV could transfer electrons to TiO2
116

. 

Pattantyus-Abraham et al. also examine the charge transfer characteristics in the PbS 

CQD film
93

. Reports of excitonic behaviour have described the energy transport 

through the CQD film as bound electron-hole pairs that diffuse through Forster 

transfer to the charge separating heterojunction
114

. For PbS CQD with a bandgap of 

1.3 eV, the Forster transfer time is estimated to be ~200 to 400 ns
117

. Coupled with an 

exciton radiative lifetime of 1 – 2 s
117,118

, efficient Forster transfer is expected only 

over a few dot-to-dot transfers
93

. However, devices with PbS thickness of 200 – 

250 nm (requiring over ~50 Forster transfers) demonstrated high internal and external 

quantum efficiencies
93

. Since Forster transfer cannot account for the energy transfer, a 

depletion region that separates excitons is concluded as the junction operating 

mechanism.  

In the work presented in this thesis, capacitance-voltage and external quantum 

efficiency measurements are used to investigate the operating mechanism at the 

PbS/ZnO interface. Capacitance-voltage measurements are presented in the 

supporting material of reference [94] as indication of fully depleted junctions in bulk 

heterojunction PbS/TiO2 solar cells. However, the supporting information offers no 

explanation as to how that conclusion was drawn from the data. No depletion widths 
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are calculated and no C
-2

 versus voltage curves are shown. The work presented here 

shows a much more complete study, concluding both excitonic and p-n mechanisms 

are possible depending on the ZnO doping density.  

One final area disagreement is differences in the energy levels reported for the PbS 

QDs. Figure 3.3a shows the reported values determined by cyclic voltammetry
116,119

 

and Figure 3.3b shows the values determined by Kelvin probe
101

. The shaded area in 

the ZnO band gap represents a range of possible Fermi levels based on photodoping 

that is discussed in sections 3.4 and 3.7.2.2. For this work, the energy diagram in 

Figure 3.3a is used. This was chosen since the energy level difference between the 

PbS HOMO and ZnO LUMO in that case can support a sizeable photovoltage, 

whereas the difference in Figure 3.3b cannot. 

 

Figure 3.3. Energy level diagrams determined by cyclic voltammetry (a) and Kelvin probe (b). 

The energy levels are shown for isolated materials. The red dashed lines indicate the Fermi levels. 

The shaded area in the ZnO band gap shown in (a) represents a range of possible ZnO Fermi 

levels based on the amount of doping.  

3.7 CQD Solar Cell Results and Discussion  

The experimental work on these cells began as an electrical characterisation 

encompassing current-voltage, impedance, and quantum efficiency measurements. 

Variations to the cell included different thicknesses of the PbS CQD layer, different 
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UV photodoping levels, and cell temperatures ranging from 77 to 300 K. Many of the 

conclusions derived from the experimental work are based on the analysis of results 

from more than one type of characterisation or cell variation which makes 

compartmentalised results discussion difficult. Therefore in an effort to present the 

clearest picture and highlight focus areas, this section is organised by characterisation 

technique with a discussion of the results included in each technique section followed 

by further discussion with an emphasis on the analysis of results that are interrelated 

between techniques and cell variations in the conclusion section.  

Before presenting the results, a description of the different cell variations is given 

including the labelling system that will be used for the rest of the section. Two 

different UV photodoping methods were performed. In the first method, photodoping 

was conducted on the fully fabricated cell in a purpose-built cell holder with a 

continuous flow of nitrogen flushed through the holder. The UV source was a xenon 

lamp in a quartz housing. The cell was illuminated with UV radiation while 

monitoring the increase in Jsc. When the Jsc saturated (no longer increased with 

continued UV illumination), the cell was considered fully doped. For this doping 

method, the UV radiation had to pass through the holder window, ITO coated glass 

substrate, PEDOT:PSS, and PbS layer before reaching the ZnO layer as shown in 

Figure 3.4a. That path is expected to severely limit the amount of UV radiation 

reaching the ZnO layer. However with long enough photodoping, the Jsc was observed 

to increase and saturated after about 10 minutes of illumination. The cells photodoped 

by this method were also tested prior to any UV photodoping, which is given the label 

Cellpre. After complete doping (Jsc saturated), the cells are labelled Cellpost. Hence the 

Cellpre and Cellpost labels correspond to the same cells before (pre) and after (post) 

photodoping.  
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The second method, illustrated in Figure 3.4b, of photodoping was conducted inside a 

nitrogen environment glovebox with a mercury lamp prior to depositing the 

aluminium electrode. In this case the illumination was incident directly on the ZnO 

layer, but on the side opposite to the PbS/ZnO junction. Cells photodoped in this 

manner are labelled CellGB. 

 

Figure 3.4. a) Post-dope method. UV radiation passes through the holder window, glass, ITO, 

PEDOT:PSS, and PbS before reaching the ZnO. b) Pre-dope method. UV radiation is incident 

directly on the ZnO. However, It is the side opposite the PbS/ZnO interface. Layer thicknesses 

are not to scale. 

Besides the two doping methods, cells were fabricated with four different PbS CQD 

layer thicknesses (50, 125, 190, and 230 nm). The thickness is designated following 

the doping method. For example, the 50 nm-thick PbS layer cell tested before doping 

is labelled Cellpre,50. For all cells the ZnO layer was kept at 100 nm.  

3.7.1 JV Analysis 

This section explores the JV characteristics of PbS/ZnO CQD heterojunction cells 

under various conditions. In section 3.7.1.1, JV results from the four different PbS 

layer thicknesses are presented and discussed for all three cell photodoping variations 
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(pre, post, GB).  The section ends with the temperature dependent JV results and 

discussion in section 3.7.1.2.  

3.7.1.1 PbS-Layer Thickness Dependent JV Results 

Figure 3.5 shows the four basic solar cell parameters for each batch of cells as 

functions of the PbS layer thickness. The uncertainties shown are one standard 

deviation of the measurements from three different pixel cells (see section 3.5) 

measured at each thickness. The trends are similar between the batches for all 

thicknesses except 50 nm, in which case Cellpost,50 has a sharp increase in efficiency. 

This is due to an increase in Jsc and FF at 50 nm compared to a decrease in these two 

parameters in the other two batches at 50 nm. It is unclear at right now whether this is 

an effect of the device processing or the photodoping method.  

 

Figure 3.5. Solar cell parameters as a function of PbS layer thickness. a) PCE. b) Jsc. c) Voc. d) FF.  
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A first look at the trends of the solar cell parameters in Figure 3.5 shows the power 

conversion efficiency, PCE, follows closely to the trend in the short circuit current, 

Jsc. There are variations in open circuit voltage, Voc, and fill factor, FF, but they are 

small and the effects on PCE are masked by the Jsc trends.  

The effect of UV photodoping is seen by comparing Cellspre and Cellspost. For all 

thicknesses, Jsc increases and Voc decreases. The increase in Jsc is likely due to 

increased conductivity of the ZnO QDs with UV photodoping as discussed in section 

3.4. The series resistance, Rs, shown in Figure 3.6c supports this idea as well. 

Photodoping decreases Rs and the Jsc trend over PbS thickness matches well with that 

of Rs (lower Rs produces higher Jsc) for all three doping variations (pre-, post-, and 

GB-doped). The slight decrease in Voc with photodoping has been reported and 

attributed to changes in the ZnO surface potential
104

. 
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Figure 3.6.  PbS layer thickness dependence of a) diode ideality factor, b) reverse saturation 

current, and c) series resistance.  The ideality factor and series resistance differences between the 

pre- and post-doped cases are shown in (d).  

The difference in Jsc between Cellspre and Cellspost shown in Figure 3.6d is largest for 

the thinnest device and decreases with increasing PbS thickness. This suggests better 

ZnO doping is seen when the UV radiation passes through thinner PbS amounts. 

However as Figure 3.6d also shows, the difference in Rs behaves in the opposite 

manner with the largest difference seen for the thickest PbS layer cells. The apparent 

contradiction between the two is resolved by considering the effect of exciton 

separation in conjunction with the increase in ZnO conductivity. The Jsc depends not 

only on the material conductivity, but also on how many excitons are separated 

(followed by charge collection). For thick PbS layers, more excitons are created 

further from the PbS/ZnO junction, which reduces the amount of excitons that are 

separated due to the increased distance they must travel to the junction. Hence, the Jsc 

is also reduced. Therefore, even though the change in Rs is largest for the thickest PbS 

layer, the increase in Jsc is limited by the amount of excitons that are actually 

harvested. 

The diode ideality factor, n, and reverse saturation current, J0, shown in Figure 3.6a-b 

provide more insight into the PbS/ZnO interface. There is a drop in n after 

photodoping between Cellspre and Cellspost and an increase in J0 (except for the 

230 nm PbS thickness). The changes in n and J0 are more pronounced for the two 

thinner PbS layers and the uncertainty is large for the two thicker PbS layers, so the 

focus will be on the thinner two devices. Information about the type of recombination 

is gleaned from n. However, this is generally for values of n between 1 and 2. 

Therefore the conclusion here is that the recombination method after doping looks to 

be different and moves closer to the ideal diode case (for an ideal diode n = 1). The 
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ideality factor for the CellGB batch is higher at every thickness than the other two 

batches. However, since it was not possible to measure this batch before photodoping, 

the effect of doping on n and J0 in these cells is not directly known.  

A reduction in the amount of recombination is seen by the drop in J0 from the pre-

doped to post-doped measurements (again, no pre-doped measurements were possible 

for the CellGB batch). Since photodoping causes oxygen to be released from the ZnO 

surface
102,106,107

, it is possible that adsorbed oxygen creates recombination pathways at 

the junction interface which are removed during photodoping. The effect on Voc from 

photodoping also needs to be considered if this is the case. Lower recombination 

should raise the Voc
10,14

. However, the change in surface potential could be great 

enough that any increases in Voc are overshadowed by the decrease due to the surface 

potential change
104

 producing the overall drop in Voc after photodoping. 

3.7.1.2 Temperature Dependent JV Results 

Temperature dependent JV measurements were performed on Cellpost,125. Figure 3.7 

displays the temperature dependent illuminated (a) and dark (b) JV curves. The most 

obvious feature is that the behaviour at 77 K is clearly delineated from the rest.  

 

Figure 3.7. Temperature dependent JV curves.  a) Under AM1.5 illumination. b) In the dark. 
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It is easier to spot trends in the data by looking at the parameters as a function of 

temperature as seen in Figure 3.8. Unlike the PbS-layer thickness experiment in 

section 3.7.1.1 where the efficiency followed closely to Jsc, for temperature changes 

the efficiency follows the Voc trend. The Jsc does vary with temperature as is better 

seen in the inset of Figure 3.8b. However, the variation is small and any effect it has 

on efficiency is masked by the Voc temperature dependency. The variation in FF 

across the range of temperatures is also small as seen in Figure 3.8d, but it is close to 

the Voc and PCE behaviour. The trend of more interest is that seen in the Voc. A near 

linear increase is seen with temperatures decreasing from 300 K to ~160 K. With 

further temperature decrease, the Voc saturates and begins to drop again. Trends 

similar to this have been reported in organic bulk heterojunction solar cells and have 

been attributed to charge injection barriers at the electrodes
120

.  

 

Figure 3.8. Temperature dependent solar cell parameters. a) PCE. b) Jsc. c) Voc. d) FF. 
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Rauh et al. report very similar Voc temperature dependence to the results seen here 

(increasing Voc with decreasing temperature until the Voc levels off and then decreases 

with further temperature decrease) in organic bulk heterojunction solar cells
120

. They 

were able to match the trend using a model that incorporates different injection barrier 

heights at the anode and cathode contacts
120

. However, they show only qualitative 

results with matching trends and do not show fits of the model
121

 applied directly to 

their data. In the cells studied here, injection barriers are a good explanation for the 

Voc behaviour since there is more evidence for them based on the temperature 

dependent CV results in section 3.7.3.3. 

The decrease in Jsc with increasing temperature from ~180 K is unexpected since at 

higher temperatures charge carriers have more thermal energy. However, similar 

trends of Jsc increasing with decreasing temperature to a maximum near 200 K have 

been reported by Ju et al. in titanium oxide PbS CQD solar cells
122

. They attribute the 

increase in Jsc at temperatures down to 200 K to increased coupling between the 

quantum dots due to thermal contraction of the ligands. Near 200 K the ligands no 

longer contract and the Jsc then decreases with further temperature decrease
122

. Such a 

model fits with our results. 

An idea of the amount of recombination can be seen from the reverse saturation 

current (Figure 3.9b) where higher J0 corresponds to higher recombination. In this 

regard, J0 is seen to decrease with decreasing temperature as Voc increases. Larger 

recombination leads to a drop in Voc and the two values correspond well down to 

about 140 K at which point J0 continues to decrease but Voc levels off. The deviation 

in trend between J0 and Voc at low temperatures suggests the injection barrier 

explanation provides a better reason for the observed Voc behaviour. However, the 
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outlying temperature of 77 K does correlate again between Voc and J0 with a sudden 

increase in J0 and decrease in Voc. 

 

Figure 3.9. Temperature-dependent values. a) Rs. b) Rsh. c) n. d) J0. 

3.7.2 EQE Analysis 

This section focuses on the external quantum efficiency, EQE, characteristics of the 

PbS/ZnO CQD heterojunction solar cell under various conditions. In section 3.7.2.1 

the EQE is examined in cells having different thicknesses of the CQD PbS layer 

leading to a discussion on photon harvesting. Section 3.7.2.2 examines the EQE as a 

function of the amount of UV photodoping, and presents evidence for the type of 

junction at the PbS/ZnO interface. The last parameter dependency in the EQE analysis 

is temperature which is presented in section 3.7.2.3. 

Absorption measurements of the different PbS thicknesses were attempted, but due to 

scattering the measurements were not valid. Therefore the PbS absorption is not 

included with the EQE results. 

3.7.2.1  PbS-Layer Thickness Dependent EQE Results 

This section begins with a general description of the different regions in the PbS layer 

in terms of charge absorption and extraction. It is approached from both the p-n 

junction and excitonic models with the purpose of aiding in the EQE results 
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interpretation. Following this, the results are given with a discussion of the EQE 

features of interest. 

In a general sense, it is possible for two regions to exist in the PbS layer. Photons are 

either absorbed in a region where the excited charge carriers have a good probability 

of being collected or they are absorbed in a region where there is little probability for 

charge collections. In the p-n model the region of high charge collection probability 

consists of two pieces. First is the depletion region (see section 1.4.4) which sweeps 

minority carriers across the junction, separating the electron-hole pair. Outside the 

depletion region, up to a distance given by the exciton diffusion length, is an area 

where exctions have a high probability of diffusing to the depletion region and 

dissociating. Beyond this region, excitons will most likely recombine before they are 

separated. For the discussion here, this is termed the dead zone. In the excitonic 

model, excitons must diffuse to an interface to be separated. Therefore, the region of 

high charge collection probability in the excitonic model consists only of a region 

defined by the exciton diffusion length (no depletion region). Outside of this region is 

the dead zone. The different regions for the p-n model applied to the cells studied here 

are illustrated in Figure 3.10. For the excitonic model, the depletion region is absent 

and the photon harvesting region is controlled by the diffusion length. 

Both the p-n and excitonic junction models were given in the previous paragraph. 

Section 3.7.2.2 will offer evidence of a transition from a purely excitonic junction 

before photodoping to a p-n junction during and after photodoping. The width of the 

depletion region extending into each material (PbS and ZnO) under the p-n model 

depends on the doping density of the ZnO layer which is again presented in section 

3.7.2.2. However for the discussion right now, it is enough to say that the depletion 
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region should lie almost entirely in the PbS layer when the ZnO layer has been fully 

photodoped.  

There is also an assumption that has been made concerning the two general regions 

(charge carriers harvested versus recombination). This is that excitons are not 

dissociated at the PEDOT:PSS/PbS interface. If excitons are dissociated at the 

PEDOT:PSS/PbS interface, the dead zone would transition back to a charge collection 

region near this interface. This is discussed in more detail later in this section. 

 

Figure 3.10. Charge harvesting regions and photon absorption for a) thin PbS layer and b) thick 

PbS layer. a) Thin PbS layer - short wavelength photons are absorbed in a collection region but 

long wavelength photons pass through before being absorbed. b) Thick PbS layer – short 

wavelength photons are absorbed in the dead zone and are not collected but long wavelength 

photons are absorbed in a collection region. For an excitonic junction there is no depletion 

region. The charge collection region is determined by the diffusion length.  

Photon absorption also needs to be considered in conjunction with the two PbS 

regions. High energy photons have shorter absorption lengths than lower energy 

photons
10,101,123

. This means short wavelength photons are absorbed near the front 

(PEDOT) surface of the PbS layer while long wavelength propagate further into the 

material before being absorbed. For a thin device, short wavelength photons create 

excitons in the extraction region (either the depletion region under the p-n model or 

within an exciton diffusion length of the junction for the excitonic model) while 
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longer wavelength photons propagate further and possibly through the PbS without 

being absorbed (shown in Figure 3.10). In conjunction with the wavelength dependent 

absorption length, the minority carrier diffusion length is also wavelength dependent 

with higher energy photons creating higher energy carriers that have a longer 

diffusion length. The ZnO layer is not expected to contribute to photon harvesting due 

to its large bandgap (3.4 eV
99,104

) which means only high energy photons can be 

absorbed in the ZnO layer. However, the high energy photons are expected to be 

absorbed near the front of the PbS layer and therefore don’t reach the ZnO layer. 

Hence there is a peak in the EQE spectrum: photons of lower energy than the peak are 

not absorbed, and photons of higher energy than the peak are absorbed too far from 

the interface for their charges to be extracted. As the PbS layer is made thicker, the 

longer wavelength photons have a better chance of being absorbed, but absorption of 

short wavelength photons moves into the dead zone (Figure 3.10). This means fewer 

excitons from high energy photons are extracted. The expected peak in the EQE 

spectrum then shifts to longer wavelengths as the PbS layer is made thicker. Figure 

3.11 shows the EQE results for two batches of four different PbS layer thicknesses 

(50, 125, 190, and 230 nm) and the shifting peak (labelled 1) is clearly visible. This 

effect has been reported in PbS Schottky cells of variable thicknesses with the 

conclusion that absorption in the dead zone accounts for the drop in quantum 

efficiency at the short wavelengths
112

. 

There are also a few other features of interest in the EQE spectra. The peak at 920 nm 

(labelled 2) is the easiest to explain and reflects the bandgap of the PbS QDs, 

associated with the peak in the absorptivity of the PbS at this wavelength. 920 nm 

corresponds to a bandgap of 1.35 eV giving further evidence of the size of the PbS 
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QDs and the increased bandgap compared to bulk PbS due to quantum confinement. 

As expected, this peak is visible in all of the cells. 

 

Figure 3.11. External quantum efficiency for four PbS thickness values. Two different batches 

are shown. Batch 1 is shown in (a) and batch 2 in (b). The four indicated features are discussed in 

the text.  

Next is a peak near 470 nm and 500 nm that is visible in the two thickest cells 

(labelled 3). This peak is also possibly in the two thinnest cells, but is overshadowed 

by the larger main peak. A couple of explanations are possible for this peak. First, 

Fermi level alignment between PbS and PEDOT creates an Ohmic extraction path for 

holes from PbS into PEDOT and a barrier to electrons in this direction. Excitons 

created near the PEDOT/PbS interface by high energy photons could dissociate at this 

interface by hole extraction into the PEDOT layer followed by minority carrier 

diffusion of the electron through the PbS layer to the ZnO layer. However, there is a 

high probability of the electron recombining with a hole majority carrier in this case. 

Another possibility is due to the longer diffusion length of higher energy excitons that 

result from the absorption of high energy photons. This extra diffusion length must 

then be considered with the increased absorption length of longer wavelengths which 

create lower energy excitons closer to the depletion region. Here the p-n model has 
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been used for fully doped cells. The validity of this will be discussed in section 

3.7.2.2. The interplay between these two factors could produce the dip that is 

observed between the short wavelength peak and the main peak in the two thickest 

cells.  

Another interesting feature of the short wavelength peak is the relative magnitude 

compared to main peak of the two thickest cells. In the first batch the short 

wavelength peak has a much larger relative magnitude compared to the main peak 

than in the second batch, and is actually larger than the main peak for the thickest cell. 

This suggests different doping levels for the ZnO layer which is discussed in the 

following section (3.7.2.2) on doping dependent EQE measurements. Photodoping 

increases the conductivity of the ZnO as discussed in 3.4, but as will be shown in 

section 3.7.2.2, it also affects the depletion region. 

Finally, there is a peak near 580 nm in the 50 nm thick PbS layer cells (labelled 4). 

This is possibly due to reflection of long wavelength photons from the aluminium 

contact back into the PbS layer followed by absorption. However, this needs further 

investigation.  

3.7.2.2 UV Photodoping Dependent EQE Results 

EQE measurements were taken at incremental times during UV photodoping from no 

doping until fully doped using the post-fabricated doping method. This was done on a 

190 nm-thick-PbS-layer cell. The results are shown in Figure 3.12.  

Under the p-n model, a depletion region should form at the PbS/ZnO junction. As 

mentioned in section 3.4, UV photodoping transitions the ZnO from an intrinsic 

semiconductor (or nearly intrinsic) to an n-type semiconductor
104

. Since the ZnO 
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nanocrystals were all synthesised in air, they are expected to be very nearly intrinsic 

due to oxygen adsorption. This means the depletion region transitions from being 

located mainly in the ZnO layer when the ZnO doping density is much lower than the 

PbS doping density to being located mainly in the PbS when the ZnO doping density 

is much higher than the PbS doping density
10

. Using the discrete boundary 

approximation, the depletion region extending into the PbS layer is given by equation 

(1.2). The depletion region in the PbS layer is of interest since, as mentioned in 

section 3.7.2.1, the ZnO layer is not expected to contribute much to photon 

absorption. Assuming a fully photodoped cell with a ZnO doping density of 10
19

 cm
-3

 

and a built-in bias of 0.1 V (Vbi was chosen based on the difference in Fermi level 

values between materials from literature
101,93

), the depletion region within the PbS 

layer varies from 50 nm to 120 nm for PbS doping densities of 6 to 1 x 10
16

 cm
-3

 

respectively (70 nm for 3 x 10
16

 cm
-3

). If Vbi is 0.2 V, the depletion region goes up to 

170 nm in the PbS layer for a PbS doping density of 10
16

 cm
-3

. For ZnO doping 

densities on the order of 10
14

 cm
-3

, the depletion region in the PbS layer becomes 

negligible. It is conceivable then that a depletion region within the PbS layer grows 

from nothing to about 70 nm (or even larger) as the cell is UV photodoped. The EQE 

spectrum would then be expected to show a peak at longer wavelengths that widens, 

extending back to shorter wavelengths as the depletion region grows. The entire peak 

position doesn’t shift though since the PbS layer thickness doesn’t change and the 

longer wavelength photons are still absorbed.  

The doping dependent EQE spectrum shown in Figure 3.12 has two peaks that match 

well with the two peaks of the 190 nm thick PbS cell in Figure 3.11. Before any 

photodoping and at low doping times, only the peak near 600 nm is evident. With 

increased photodoping, the shorter wavelength EQE is seen to increase (EQE peak 
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widening back to shorter wavelengths) and eventually the peak near 450 nm becomes 

clear. This gives evidence of a depletion region growing in the PbS layer which aids 

in the extraction of carriers generated by short wavelength photons further from the 

PbS/ZnO interface.  

 

Figure 3.12. External quantum efficiency spectra as a function of UV photodoping. Initially, only 

the peak near 600 nm is evident. After sufficient doping, the peak near 450 nm becomes visible.  

Initially, with basically no depletion region in the PbS layer (intrinsic ZnO), only 

charge carriers generated within a diffusion length of the PbS/ZnO interface have a 

good probability of being harvested. The junction behaviour is then initially excitonic. 

After the ZnO is photodoped such that the doping density is near or greater than that 

of the PbS, a significant portion of the depletion region lies within the PbS layer 

which increases the charge extraction region within the PbS layer (p-n operation). 



68 

Therefore the results suggest an initial excitnonic junction behaviour before 

photodoping that transitions to a p-n junction mechanism as the ZnO layer becomes 

doped. Capacitance measurements in section 3.7.3 also provide evidence of a 

depletion region for fully doped cells. The conclusions in section 3.8 provide more 

discussion on the topic taking into account these results and the capacitance results. 

Finally, as mentioned in section 3.7.2.1, the relative magnitude of the two peaks 

varies with photodoping. Near 7 minutes of doping the 450 nm peak is close in 

magnitude to the 600 nm peak. After another 3 minutes of doping the 600 nm peak 

increased in magnitude while the 450 nm peak stayed the same. The reason for the 

extra increase in the 600 nm peak without an increase in the 450 nm peak requires 

further investigation.  

3.7.2.3 Temperature Dependent EQE Results 

Temperature dependent EQE measurements down to 77 K were also taken. Figure 

3.13 shows that the peak location is constant for each peak indicating a constant 

bandgap in the material. This is another indicator of the quantum confinement 

controlling the PbS bandgap. The peak at ~500 nm and the excitonic EQE peak are 

both seen to have a maximum value near 200 K. This temperature matches well with 

the peak in Jsc as a function temperature in section 3.7.1.2 and the explanation offered 

there can account for the EQE behaviour as well: increased coupling between the QDs 

results from ligand contraction as the temperature is decreased. Near 200 K the 

ligands stop contracting
122

. In section 2.3.2 it was stated that for the cells in this 

chapter an overall correction factor was applied to the EQE spectrum to match the 

integration of the EQE and solar spectrum to the measured Jsc, since not all of the 

monochromatic light could be focused onto the small cell. For the data presented in 



69 

Figure 3.13 the correction factor was not applied. If the correction factor were to be 

applied to these specific measurements, any trend with temperature would be based 

on the temperature dependent JV measurements. Therefore the absolute values in 

Figure 3.13a are not exactly correct, but the relative values and peak trends in Figure 

3.13a-b are correct. During the temperature dependent EQE measurements, the 

position of the cell never moved. Therefore the number of incident photons is the 

same for each measured temperature.  

 

Figure 3.13. a) Temperature dependent EQE spectra. b) Peak temperature dependence 

comparison of the peaks located at 500 and 920 nm.  

3.7.3 Impedance Analysis  

This section analyzes the impedance response of the PbS/ZnO CQD heterojunction 

under various conditions. First though, capacitance versus voltage, CV, measurements 

were performed on a PbS Schottky cell and a Mott-Schottky analysis was performed 

on the results in order to determine the PbS doping density. This is presented in 

section 3.7.3.1. Fabricating Schottky devices with ZnO is quite challenging, so 

literature values of 10
18

 – 10
19

 cm
-3

 were used when needed
104

. The results from the 

remaining sections are from tests performed on full devices instead of the PbS 

Schottky device. Section 3.7.3.2 examines the CV results from cells of all three 
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doping variations (pre, post, GB) and the four PbS CQD layer thicknesses. 

Temperature dependent CV results are shown and discussed in section 3.7.3.3. 

3.7.3.1 PbS Schottky Cell Analysis 

CV measurements were used to determine the PbS CQD doping density by 

performing Mott-Schottky analysis on PbS CQD Schottky cells. Figure 3.14a shows a 

representative C
-2

 versus bias result for the ITO/PEDOT:PSS/PbS/Al device 

architecture. The linear fits from multiple devices resulted in a built-in bias, Vbi, of 

0.2   0.01 V and a doping concentration, NA, of 4   2 x 10
16

 cm
-3

. A relative 

permittivity of 18 was used for the PbS QDs based on values from literature
50,112

 The 

Vbi and NA results are in good agreement with reported values for PbS Schottky cells 

with an aluminium electrode
50

. The results shown here are for a modulating frequency 

of 100 Hz and amplitude of 25 mV.  

 

Figure 3.14.  a) Mott-Schottky fit to the linear portion of the C
-2

 vs. bias curve of a PbS Schottky 

cell (modulation frequency of 100 Hz and amplitude of 25 mV). b) Frequency dependence of the 

fit parameters, Vbi (built-in bias) and NA (doping density).  

Modulating frequencies up to 5 kHz were also tested and the results were found to be 

very frequency dependent as seen in Figure 3.14b. This is not unexpected since a 

contribution of the measured capacitance comes from charging and discharging defect 

states within the band gap of the material
56

. As the frequency is increased not all of 
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the defect states are able to respond to the perturbation signal and hence no longer 

contribute to the junction capacitance. Therefore, low frequency measurement 

provides a better description of the junction which includes all the defect states. 

3.7.3.2 PbS-Layer Thickness Dependent Capacitance Results 

The CV measurements on the heterojunction cells of different PbS thicknesses do not 

all show the simple shape associated with the depletion capacitance of a p-n junction 

described by equation (2.17).  

 

Figure 3.15. a) CV plots for the Cellpost batch. The depletion capacitance should vary 

proportional to 1/(Vbi –V)
1/2

. b) The corresponding C
-2

 versus bias curves. The highlighted linear 

regions indicate the depletion capacitance.  

For Schottky or p-n junction solar cells that have a bias-dependent depletion region, 

the capacitance is proportional to 1/(Vbi – V)
1/2

 where Vbi is the built in bias and V is 

the applied bias. The behaviour is easier to see by plotting C
-2

 versus the applied bias, 
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which produces a linear region with a slope proportional to the doping density and x-

axis crossing equal to the built in bias. The Cellpost batch (Figure 3.15) exhibits the 

best evidence of a bias-dependent depletion capacitance. The regions following this 

behaviour are indicated in Figure 3.15a for the CV curves and Figure 3.15b for the C
-2

 

curves. The two thinnest devices show the strongest evidence. 

Before UV photodoping (Cellpre batch) there is very little evidence of a depletion 

capacitance. Figure 3.16 shows the CV (a) and C
-2

 (b) curves for the Cellpre batch, 

with the post photodoped results (orange dashed lines) given for comparison. The 

capacitance remains fairly constant across the range of applied biases for the Cellpre 

batch, showing no depletion capacitance. In the Cellpost batch there is a clear trend 

with PbS thickness such that the thicker cells show less evidence of a depletion 

region. With a 230 nm thick PbS layer there is not much difference before and after 

photodoping in the capacitance curves. 

 

Figure 3.16. a) CV curves for Cellpre batch. b) The corresponding C
-2

 curves. In all the plots the 

dashed orange line corresponds to the cell after UV photodoping.  

Figure 3.17 shows the capacitance results for the CellGB batch. As with the other 

photodoped cells (Cellpost batch), evidence of the depletion capacitance is seen by the 

linear regions in the C-2 versus bias curves (Figure 3.17b). The next step is to fit 

equation (2.17) to the linear regions in the C
-2

 curves to determine the Vbi and NA. The 
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fits however produce Vbi values (x-axis crossing) that are too large to attribute to any 

interface. This can be explained when other sources of capacitance are included in the 

cell that obscure the depletion capacitance. The temperature dependent behaviour in 

section 3.7.1.2 provided evidence of injection barriers at the electrodes (more 

evidence will be presented based on the temperature dependent capacitance results in 

section 3.7.3.3). A model that includes the effects of a constant capacitance due to 

injection barriers can explain why the Mott-Schottky fits produce Vbi values that are 

larger than the actual value. 

 

Figure 3.17. CV (a) and C
-2

 (b) curves for the CellGB batch. 

With injection barriers present, the overall capacitance is due to a combination of 

different capacitances. As an example, in Figure 3.18a, two capacitances are shown 

for the PbS/ZnO solar cell. C1 corresponds to the bias-dependent depletion 

capacitance and C2 corresponds to a constant capacitance that arises from injection 

barriers. The equivalent circuit of the depletion capacitance and excessive capacitance 

is two capacitors in parallel
124

 and is also shown in Figure 3.18a. The reference CV 

curve in Figure 3.18b is from a gallium arsenide p-i-n solar cell that is investigated in 

chapter 0. It was chosen for the simulation here because it has a very clear and well-

behaved depletion capacitance. The other CV curves correspond to different values of 
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constant capacitance added in parallel to the reference capacitance to create a 

simulated overall capacitance from C1 and C2. Values of constant capacitance 

between 1 and 7 nF were chosen for the simulation since these values are on the same 

order of the geometric capacitance of the cell structure. Figure 3.18c shows the 

resulting C
-2

 versus bias curves.  

 

Figure 3.18.  a) PbS/ZnO solar cell with the origin of depletion capacitance, C1, and a constant 

capacitance, C2, due to injection barriers. The equivalent circuit is two capacitors in parallel. b) 

CV curves for the reference data and different values of constant capacitance in parallel. c) C-2 

versus bias curves for the reference data and different values of constant capacitance in parallel.  

d) Expanded view of the reference capacitance with 7 nF constant capacitance in parallel. Not 

only does the slope and x-axis crossing change, but the shape of the curve is distorted as well. 

For larger values of the injection barrier capacitance, the C
-2

 curve is seen to deviate 

more from the reference curve. Mott-Schottky fits then produce larger Vbi (x-axis 

crossing) and NA (inversely proportional to the slope) values than the reference data. 
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The linear region of the C
-2

 slope itself also becomes distorted as is illustrated in 

Figure 3.18d for the case of a constant 7 nF capacitance added in parallel to the 

reference capacitance. Linear regions still exist however that can be fit with the Mott-

Schottky equation (equation (2.17)). The fitting results though produce built-in bias 

and doping density values higher than the true value for the p-i-n junction. For the 

simulation here with a constant 7 nF capacitance due to injection barriers, the fit gives 

Vbi = 2.1 V compared to the true value (no constant capacitance) of 1.1 V. Likewise, 

the fit gives NA = 7.6 x 10
16

 cm
-3

 compared to the true value of 1.1 x 10
16

 cm
-3

. 

Coupled with the evidence of injection barriers from the temperature dependent JV 

and CV measurements, this simulation provides a good explanation of how to 

interpret the CV results in Figure 3.15 - Figure 3.17. 

An example of this model applied to the measured capacitances in this chapter is 

shown in Figure 3.19 for Cellpost,50.  

 

Figure 3.19. a) Measured capacitance from Cellpost,50 (blue diamonds). The depletion capacitance 

(red circles) was calculated based on the parallel capacitors equivalent circuit shown in Figure 

3.18a with a constant capacitance of 2.7 nF. b) The corresponding C
-2

 curves with a Mott-

Schottky fit to the depletion capacitance. Vbi = 0.24 V, NA = 4 x 10
16

 cm
-3

. 

The difference in Fermi levels for the two materials is not exactly known since it 

depends on the ZnO doping level. However, assuming the ZnO is fully doped, the 



76 

Fermi level difference should be near 0.2 V (see Figure 3.3a). The PbS doping level 

was found to be ~4 x 10
16

 cm
-3

 by taking CV measurements and fitting the C
-2

 curve 

with the Mott-Schottky equation (section 3.7.3.1). Using a value of 2.7 nF for the 

injection barrier constant capacitance then gives a good fit of the adjusted depletion 

capacitance with fit parameters of Vbi = 0.24 V and NA = 4 x 10
16

 cm
-3

 (Figure 3.19b). 

Even though the actual values of Vbi and NA are hard to extract, this does provide 

qualitative evidence of a bias-dependent depletion width in the case of UV doped 

samples. 

The amount of change in the capacitance response between Cellpre,50 and Cellpost,50 is 

the most dramatic of any thickness. This corresponds well to the largest increase in Jsc 

coming from the difference between Cellpre,50 and Cellpost,50 in section 3.7.1.1. It is still 

hard to determine whether the improved Jsc results from a better depletion region 

aiding exciton separation or from better ZnO conductivity. Initially it appears the 

greatest determining factor comes from the improved ZnO conductivity since there is 

a good probability of excitons diffusing to the PbS/ZnO interface even without a large 

depletion region since the PbS layer is thin in Cellpre,50.  

3.7.3.3  Temperature Dependent Capacitance Results 

As discussed in section 3.7.3.2, the CV measurements in some cases give linear 

regions in the C
-2

 versus bias curve that can be fit with the Mott-Schottky equation, 

but the resulting built-in bias seems to be too high to attribute to any of the junctions. 

Temperature dependent CV measurements down to 77 K were performed in an effort 

to find out more about the cell.  

To start with, Figure 3.20a shows the capacitance as a function of bias for 

temperatures in the range of 77 – 300 K for a 125 nm PbS layer thickness cell 
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photodoped using the post-fabricated method. This figure shows the results using a 

modulating frequency of 500 Hz and amplitude of 25 mV. The results are frequency 

dependent as discussed in section 3.7.3.1. The 500 Hz results are shown instead of 

100 Hz because the measurements at 100 Hz were somewhat noisy. There are two 

items of initial interest. First, for the lower temperatures there is a sudden rise in 

capacitance (labelled V1), and second, for all temperatures there is a peak in 

capacitance followed by rapid decrease (labelled V2). The bias location is somewhat 

difficult to see in Figure 3.20a, so in Figure 3.20b the capacitance values have been 

adjusted so that the capacitance for each temperature is equal at 0 V applied bias. 

Now it is easier to see a couple of trends. The sudden increase in capacitance at V1 

stays stationary with changing temperature (77 K behaves a little differently at higher 

frequencies which needs further study), while the sharp drop in capacitance at V2 

decreases in bias with increasing temperature. Near 130 K and above, it actually 

occurs before the rise in temperature such that the rise is not seen.  

 

Figure 3.20.  a) Temperature-dependent CV results for a 125 nm thick PbS layer cell. b) The data 

from (a) adjusted to coincide at 0 V bias. V1 is the onset of the excessive capacitance peak. V2 

marks the peak in capacitance. The selected temperatures in the legend illustrate the direction of 

increasing temperature.  
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The excessive capacitance peak at forward bias has been reported in polymer light 

emitting diodes (PLEDs) of ITO/PEDOT:PSS/MEH-PPV/Metal (Ca, Al, Au)
 125

. 

They argue that the increase in capacitance at V1 is due to majority charge carrier 

injection from the anode which causes an increase of charge in the polymer, and the 

drop in capacitance at V2 is due to minority carrier injection at the cathode which 

leads to recombination of electrons and holes causing a significant drop in charge 

carriers within the diode
125

. Rapid capacitance increases at forward biases above a 

“turn on” bias have also been reported in silicon p-n junction solar cells. The increase 

in this case is due to minority carrier injection as the p-n junction reaches flat-band 

conditions resulting in a large increase in charge carriers within the material
59

. Since 

the diffusion length is much longer in silicon, recombination isn’t as dominant as in 

the PLED, which explains why the capacitance doesn’t drop rapidly when minority 

carriers cross the p-n junction. In both of these devices (polymer LED and silicon p-n 

solar cell), the increase in capacitance is attributed to an excess of charge carriers 

within the device. 

Excessive capacitance peaks beyond the space-charge capacitance (similar to those 

observed here) have also been observed in Schottky diodes for many decades and 

have been shown to be due to minority carriers
64,124

. In this case, both the minority 

charge injection and extraction at the back contact are reported to have an effect on 

the capacitance peak. For a perfectly Ohmic back contact, the minority current has an 

inductive effect on the total capacitance resulting in a reduced or even negative 

capacitance since the minority current through the bulk is controlled by diffusion and 

flows out of phase with the applied voltage
124

. If the back contact is imperfect 

(resistance to minority carrier extraction), then the excessive capacitance peak is 

present. The excessive capacitance was concluded to be the result of excessive 
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diffusion capacitance combined with increased conductivity modulation of the 

minority carriers within the bulk when there is a minority carrier extraction barrier
124

. 

Other work has viewed this in terms of injection barriers. For high injection barriers, 

the capacitance is found to first produce an increased capacitance peak before 

becoming inductive
64

. Again, the increase in capacitance is attributed to the presence 

of minority carriers, with the peak and subsequent drop in capacitance due to a 

limitation on the minority carrier injection rate. Recent results in P3HT:PCBM solar 

cells have shown the same capacitance peak which was also attributed to minority 

carriers, and the drop after the peak was due to a limitation of the minority carrier 

concentration in the neutral region of the device
63

. 

The temperature dependent Voc behaviour in section 3.7.1.2 suggested the presence of 

injection barriers, which compliments the idea that injection barriers are responsible 

for the temperature-dependent CV peak. The task is now to work out the details. 

Figure 3.20b shows two different regimes based on temperature. Above ~130 K the 

rise in capacitance at V1 is not seen and the capacitance peak is located at the same 

bias as the diode turn on voltage which increases with decreasing temperature from 

~0.4 to ~0.6 V (see Figure 3.21a-b for correlation with the diode turn on voltage). In 

this regime the peak corresponds to electron transfer from the ZnO to the PbS where 

the effect of minority carrier injection into the PbS has an inductive effect on the 

overall capacitance since the electrons are either extracted at the PEDOT:PSS/PbS 

interface or combine with majority holes (hole transfer in the opposite direction is 

unlikely due to the large energy barrier at the heterojunction interface for holes as 

seen in Figure 3.3).  
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 In the second regime, below ~130 K, the sharp rise in capacitance is seen and the 

peak no longer corresponds to the diode turn on voltage (Figure 3.21c). For low 

temperature then, injection barriers at each electrode come into play and display 

effects that are not seem at higher temperatures. V1 and V2 then correspond to 

injection of charge carriers with each overcoming the barrier at one of electrodes. For 

example, V1 most likely corresponds to hole injection at the PEDOT:PSS/PbS 

interface and V2 corresponds to electron injection at the Al/ZnO interface. At V1, 

holes are injected into the PbS which increases the amount of charge and hence the 

capacitance. Since both V1 and V2 occur at biases beyond the diode turn-on voltage 

(see Figure 3.21c), once V2 is reached, electrons injected into the ZnO can pass easily 

into the PbS layer to be extracted at the PEDOT:PSS or combine with holes causing 

the decrease in capacitance.  

In the example, injection at V1 was correlated to the PEDOT:PSS/PbS interface. This 

is likely to be the case since, if flat-band conditions are already achieved before 

injection (step 1 in Figure 3.21d), any charge injection at the Al/ZnO interface would 

be able to go immediately into the PbS layer to be extracted or combine with the 

majority holes, reducing the overall amount of charge before an increase in 

capacitance is observed. On the other hand, charge injection at the PEDOT:PSS/PbS 

interface (step 2 in Figure 3.21d) would cause an increase in capacitance due to an 

increased amount of charge because the charge is unable to pass into the ZnO layer, 

even at flat-band conditions, due to the large energy barrier to holes in that direction 

due to the heterojunction (see Figure 3.3). Then, once the injection barrier at the 

Al/ZnO electrode is overcome (step 3 in Figure 3.21d), electrons flood in and pass 

into the PbS layer to be extracted or combine with holes (step 4 in Figure 3.21d) 

decreasing the amount of charge.  
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Figure 3.21. a) – b) CV peak and diode turn on voltage correspond in the regime above ~130 K. c) 

Below ~130 K the excessive capacitance onset and peak occur at biases higher than the diode turn 

on voltage. d) The steps forming the excessive capacitance peak with increasing forward bias. 1. 

Flat band is reached. 2. Hole injection into PbS. 3. Electron injection into ZnO. 4. Electron is 

extracted or recombines with a hole.  

The thermal activation energy of the capacitance peak can be determined by
126
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where Ea is the thermal activation energy, k is the Boltzmann constant, T is the 

temperature, and V0 and C are fitting constants. Arrhenius plots at different 

modulating frequencies for the temperatures are shown in Figure 3.22. Equation (3.1) 

has been fit over the temperature range where the peak bias corresponds to the diode 

turn on voltage and the plot in Figure 3.22d shows the resulting activation energies as 

a function of modulation frequency. Again the results are seen to be frequency 
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dependent with three energy level regimes appearing. The first is ~600 meV for 

100 Hz. This value is difficult to pin down exactly because the noise level is quite 

high which could affect the actual peak bias locations and hence the fitting results. 

For 500 Hz and 1 kHz the activation energy is around 130 meV and for 5 and 10 kHz 

it is near 50 meV.  

 

Figure 3.22.  Capacitance peak voltage values fit with equation # for modulation frequencies of a) 

100 Hz, b) 500 Hz, and c) 5 kHz. d) The determined activation energy as a function of modulation 

frequency. 

For the two high frequencies, the sharp rise in capacitance associated with V1 in 

Figure 3.20 is not visible even at low temperatures. As a result, equation (3.1) can be 

fitted down to 90 K (77 K still behaves differently) for the high modulation 

frequencies. The absence of the rise in capacitance for high frequencies can be 

explained by the ability of charge carriers to respond to the modulation frequency
54

. 
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As the frequency is increased beyond a certain threshold, the injection of charge 

carriers can no longer respond fast enough to the changing potential and hence the 

two materials are not flooded with charges. The capacitance drop still exists though 

because once flat-band conditions are reached at the PbS/ZnO junction, electrons and 

holes will still recombine depleting the cell of charges. 

Linear regions in the C
-2

 versus bias plot are visible under reverse bias as shown in 

Figure 3.23. Mott-Schottky fits again give built-in voltages that are quite a bit higher 

than expected for any junction energy level differences. This again could be due to a 

complex capacitance due to the cell geometry as described in section 3.7.3.2. 

However, the nature of the capacitance change with bias between -2 and 0 V points 

towards a depletion region with a thickness that varies based on the applied bias.  

 

Figure 3.23. Temperature-dependent C
-2

 versus bias curve for the 125 nm thick PbS layer cell. 

The selected temperatures in the legend illustrate the direction of increasing temperature. 
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3.8 CQD Solar Cell Conclusions 

Temperature dependent JV and CV results give evidence of injection barriers located 

at the electrodes that become evident at low temperatures (below about 130 K). The 

temperature dependent Voc results in section 3.7.1.2 match well with what has been 

reported in for organic bulk heterojunction cells
120

. Injection barriers were proposed 

as the reason for Voc saturation at low temperatures. At high temperatures, charges 

have enough thermal energy to overcome the barriers, but at low temperatures the 

effects become evident. The temperature dependent CV results in section 3.7.3.3 

support this conclusion as well by the sharp rise and subsequent drop in capacitance 

with increasing forward bias at low temperatures which corresponds to the injection 

of charges across each barrier. Applying this to the PbS layer thickness CV results in 

section 3.7.3.2 gives a complex capacitance model that includes a depleted region at 

the PbS/ZnO interface and an overall capacitance due to the injection barriers. The 

combination of the two capacitances provides a reasonable explanation of the CV 

responses seen in the thickness dependent CV measurements.  

Finally, there is the matter of whether the PbS/ZnO interface acts as an excitonic or 

depleted p-n junction. In PbS Schottky devices (section 3.7.3.1), electron flow from 

Al into the PbS layer to create the depletion region indicates there is no fundamental 

limitation to the PbS QDs forming a depletion region. CV measurements taken before 

photodoping (Cellpre batch) however display a near constant capacitance in reverse 

bias showing no evidence for a bias-dependent depletion region. The cell still operates 

in this case though, which means the junction must act excitonic. In other words, 

excitons created within a diffusion length of the heterojunction have a high 

probability of diffusing to the junction and dissociating without the presence of a 

depletion region. Photodoping the cell changes the behaviour and evidence of a 
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depletion region becomes visible in the thickness and temperature dependent CV 

results as well as the doping dependent EQE results. A complex capacitance model 

that includes a constant capacitance due to injection barriers was used to describe the 

C
-2

 versus bias response. However, due to the complex capacitance interactions, 

actual depletion width calculations aren’t valid without a more advanced model. The 

appearance of a second peak at short wavelengths in the EQE spectrum with increased 

photodoping also demonstrated the appearance of a depletion region within the PbS 

layer. Therefore before photodoping, the junction is initially seen to lack a depletion 

region (excitonic behaviour) which requires electron-hole pairs to be created within a 

diffusion length from the junction to harvest the charge carriers. After photodoping 

the junction behaves as a depleted p-n junction which enhances the charge collection. 

It needs to be noted though that the majority of the increase in Jsc seen with 

photodoing is likely due to increased conductivity of the ZnO with some contribution 

coming from the increased charge collection region. 

Estimates of the diffusion length in CQDs are generally in the 100 nm range
113,127

. 

However, for small CQDs (the size studied here), estimates near 20 nm have been 

reported
112

. In either case, the values are both less than the 190 and 230 nm-thick PbS 

layers presented here. The additional charge collecting region gained by the 

appearance of a depletion region is therefore significant for thicker PbS layer devices.  

Previous reports of excitonic junction behaviour in CQD PbSe/ZnO solar cells have 

been concluded based on the rectification reversal of an inverted PbSe/ZnO region 

(see section 3.6)
100

. However, in this configuration they make no mention of a UV 

photodoping step. In the work presented in this thesis, the photodoping is a necessary 

step to create the p-n junction behaviour. Support for depleted p-n junction behaviour 
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has come from cells fabricated with TiO2 instead of ZnO which don’t require 

photodoping to create an n-type electron acceptor material
93

. 

3.9 Further Work on CQD Solar Cells 

Better understanding of the role ZnO plays in the cell is needed. Specifically, the 

effect photodoping has on doping density and the Fermi level position would help to 

further understand the interface mechanism at the PbS/ZnO junction. A Kelvin probe 

could be used to measure the Fermi level of un-doped ZnO QDs to verify whether the 

material is intrinsic or nearly intrinsic. If the ZnO is indeed intrinsic, support is given 

to the conclusion of the PbS/ZnO junction operating as an excitonic junction for un-

doped ZnO. Finding the Fermi level location based on the amount of photodoping 

would also be helpful since this would help in determining any band bending at the 

heterojunction. However, Kelvin probe measurements on photodoped ZnO would 

need to be measured in an oxygen-free environment to prevent re-adsorption of 

oxygen at the ZnO surface. Creating Schottky devices from the ZnO QDs would 

allow the doping density to be determined using CV measurements for different 

photodoping amounts. This was tried in the work here using ITO and ZnO, but the 

results were difficult to understand and require more work.  

Another area that needs to be investigated is to check for any effect of UV radiation 

on the PbS QDs. This work has assumed that there is no effect, and none has been 

reported by other workers. However, broad band illumination of PbSe QDs has been 

shown to p-dope the QDs and increase their conductivity
109

. A simple set of tests 

would be to fabricate PbS Schottky cells and run JV and CV analysis on them at 

different photodoping times. Any changes to the PbS performance or parameters (n, 
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J0, NA, etc…) would need to be incorporated into the results presented here for the 

heterojunction cells. 

The evolution of the cell characteristics and parameters as the photodoping time 

increases is also an interesting set of experiments. If the ZnO Fermi level is indeed 

lower than the PbS Fermi level and the doping density less than that of PbS before 

photodoping, then the cell should exhibit a transition between a depletion region 

located mainly in the ZnO layer to one that is located mainly in the PbS layer as the 

photodoping time is increased. Performance values based on the junction 

characteristics as they change would provide a great deal of information towards fully 

understanding the junction mechanism. These experiments with controlled levels of 

photodoping should also be performed on cells with a range of PbS thicknesses 

including layers thicker than those studied here to ensure the junction is further away 

than the exciton diffusion length for a large portion of absorbed photons. This would 

allow better observation of any increasing depletion region within the PbS layer. 

A way to verify and study further the proposal of injection barriers at the contacts is to 

fabricate cells using metals of different work functions such as Au and Ca. These two 

metals have work functions greater and less than Al which provides a good set of 

parameters to test the injection barrier theory. Temperature dependent JV and CV 

measurements with the different cathode choices should reflect the different barrier 

heights. Larger barriers (such as that for Au) should show more Voc saturation at low 

temperatures and possibly even an overall reduction at each temperature
125

. The 

location of the capacitance peak for low temperatures when the peak no longer 

corresponds to the diode turn on voltage should shift in voltage for different injection 

barriers as well. 
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The last piece of additional work offered here is modelling of the complex 

capacitance proposed in section 3.7.3.2. This would require determining the 

capacitance caused by the overall cell due to injection barriers incorporating two 

materials of different dielectric constants. Also, the proposed equivalent circuit of two 

parallel capacitances might need refinement.  
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Chapter 4 

Enhancing III-V Solar Cells: Investigating 

Defects in Quantum Dot and Dilute Nitride 

Solar Cells 

4 Enhancing III-V Solar Cells: Investigating Defects in 
Quantum Dot and Dilute Nitride Solar Cells 

4.1 Introduction 

Currently the highest performing solar cells are fabricated from III-V 

semiconductors
128,129

. Two routes to increase the efficiency in these materials even 

further are the use of quantum dots (QD)s to create an intermediate band within the 

band gap that harvests previously inaccessible low energy photons
130

, and band gap 

engineering of a 1 eV material that can be lattice matched to both GaAs and Ge for 

use in multi-junction cells
131

. In both cases defects induced during the material 

processing affect device performance. For GaAs cells with InAs QDs, defects form 

during the QD growth if the proper strain relieving techniques are not employed
132

. In 

GaInNAs, thermal annealing removes defects from the material, but annealing at too 

high of a temperature induces other defects
133

.  

The electrical characterisation techniques described in chapter 2 are very useful 

methods to study the effect of defects within the In(Ga)As QD and GaInNAs solar 
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cells. Temperature dependent EQE and JV measurements show that the dislocation 

defects in In(Ga)As QD cells which significantly degrade the cell performance 

actually improve the device performance at sub-bandgap wavelengths. In GaInNAs 

cells, CV and impedance measurements show that even though rapid thermal 

annealing at a higher temperature (910 
0
C compared to 825-875 

0
C) produces a larger 

depletion region, it also creates defects that are detrimental to the cell performance.  

4.2 Work Collaboration 

The In(Ga)As QD work was carried out in collaboration with Sharp Electronics (Dr 

Ian Sellers) and University College London (Dr Huiyun Liu and Mr Frank Tutu). The 

In(Ga)As cells were all grown by the collaborators at University College London. The 

photoluminescence measurements (Figure 4.5) and TEM images (Figure 5.3) were 

taken by them as well. 

The GaInNAs solar cell work in section 5.2 was done in collaboration with Sharp 

Electronics (Dr Ian Sellers). The GaInNAs cells were grown and fabricated by Sharp. 

4.3 In(Ga)As Quantum Dot Solar Cells 

4.3.1 In(Ga)As QD Solar Cell Introduction 

Third generation processes may lead to improved solar cell efficiencies beyond the 

Shockley-Queisser limit. In this regard, quantum dots (QD)s have been proposed as a 

means to realize multiple exciton generation
83

, hot carrier solar cells
134

 and the 

intermediate band solar cell (IBSC)
 130

. While none of these processes have yet 

demonstrated their claimed potential, progress towards their goal has been achieved. 

The IBSC receives special attention in this chapter since it is closely related to the 

cells studied here. Well known processing techniques allow InAs QDs to be grown in 
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a GaAs matrix
135

. Even though the end-product is not the ideal system for an IBSC 

and has not outperformed a traditional GaAs solar cell
130

, it is a good test bed to study 

carrier dynamics in QD solar cells.  

The idea that defect states could be created within a semiconductor’s bandgap that 

allow photons of sub-bandgap energies to be harvested in a solar cell has been around 

for at least two decades
136

. Not long after it was presented, the proposed structure 

progressed to an isolated energy band within the bandgap and the introduction of the 

IBSC concept
137

. The attraction of such a solar cell is its potential for efficiencies 

above the Schokley-Queisser limit
16

. For example, under ideal concentration with a 

back mirror, the thermodynamic limit for an optimised IBSC is 63.1% versus 40.7% 

for a conventional cell under the same conditions
130,137,138

 and is also higher than the 

55.4% of a two-terminal tandem cell under these conditions
137

. The increased 

efficiency limit compared to the conventional single gap cell is the result of 

harvesting sub-bandgap photons through the two-step intermediate band process 

without decreasing the voltage
130

. It might be surprising that the efficiency limit is 

also higher than a two-terminal tandem cell. The reason is that a tandem cell needs 

two photons to deliver one electron to the external circuit resulting in an overall 

quantum efficiency of ½. For the IBSC, the same is true for low energy photons (sub-

bandgap), but for photons with energy greater than the bandgap only one photon is 

needed to supply an electron to the external circuit. Therefore, the IBSC overall 

quantum efficiency is greater than ½, which translates to a higher efficiency limit than 

the tandem cell
137

. 

Some progress towards the realization of an IBSC has been made using QDs
139

. 

However, there is difficulty in fully demonstrating an IBSC stemming from the 
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current lack of ability to fabricate a QD solar cell with the optimum energy levels. 

The most common QD solar cell used to study IBSCs has InAs QDs grown in a GaAs 

matrix by molecular beam epitaxy using the Stranski-Krastanov self-assembly method 

(explained in section 4.3.3). Although the method is well known and relatively cheap 

and simple
130

, it does not produce ideal energy levels
140

. Nevertheless, the 

In(Ga)As/GaAs QD array structure is frequently used
141,142,143,144

, and the IBSC 

operating principles have been demonstrated with these cells
145,146

. 

Although the cells studied here are not true IBSCs (as the concept has been proposed) 

since the intermediate band is electronically coupled to the conduction band 

(explained in section 4.3.2), knowing the requirements for an IBSC aids in 

understanding the operating concepts behind the cells studied here. Therefore the next 

section gives an overview of the relevant IBSC principles since understanding the 

charge generation and escape mechanisms within the QDs are a piece of the puzzle 

towards achieving an IBSC. 

The main focus of the In(Ga)As QD solar cell portion of this chapter is on the 

characterisation of GaAs p-i-n solar cells with InAs QD arrays grown in the intrinsic 

region. Special attention is given to the sub-bandgap performance of two QD cells of 

substantially different material quality. Previous reports have shown increased current 

due to sub-bandgap photons when more quantum dot layers were grown (50 

compared to 10), but the overall performance suffered because of defects induced by 

the strain of the extra layers
130

. The increased sub-bandgap photocurrent was 

attributed to the extra QD layers. In this chapter the sub-bandgap photocurrent (and 

PCE) is studied in two QD cells having the same number of QD layers, but with 

different material quality (one with dislocation defects and one without). It is found 
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that the cell with the dislocation defects performs better when looking at just sub-

bandgap illumination, without an increase in the number of QD layers. 

4.3.2 IBSC Operating Principles 

Figure 4.1a demonstrates the basic principle of an IBSC. Process 1 shows the 

conventional excitation path of an electron from the valence band to the conduction 

band via absorption of a single photon. If an intermediate band can be created within 

the bandgap, another pathway also becomes available by sequential absorption of 

photons 2 and 3 which excite an electron from the valence band to the intermediate 

band and then to the conduction band
147

.
 
If the cell acts as a true IBSC, an increase in 

the photocurrent is expected while maintaining the same output voltage. 

 

Figure 4.1. a) IBSC excitation processes (explanation in text). b) Energy diagram showing the 

thermal escape pathway from the QD to the conduction band via the InAs wetting layer.  

There are two important constraints to consider when designing an IBSC that are also 

relevant to the cells discussed in this chapter. In order to prevent a reduction in the 

output voltage, the quasi-Fermi levels associated with each band must be isolated 

from each other and the intermediate band material must be isolated from the metal 

contacts with oppositely doped semiconductor material to prevent carrier extraction 



94 

from the intermediate band to the contacts
137,148

. There are other considerations for 

optimal performance that are not particularly significant for the cells studied here and 

are therefore not discussed. They can, however, be found in references 130 and 149.  

The use of QDs to form the intermediate band
150

 has received a lot attention due to 

their zero dimensionality, preventing thermal transfer of electrons between 

bands
139,148

. Unlike quantum wells or quantum wires that do not have three-

dimensional confinement, QDs (at least ideally) create full tri-dimensional potential 

wells producing a zero density of states that isolates the intermediate band from the 

conduction band
130

. Such isolation is necessary to ensure the Voc is not reduced. Any 

non-optical transitions, such as thermal excitation, from the intermediate band to the 

conduction band means the two Fermi levels are not electrically isolated and therefore 

must come to the same potential. This lowers the potential energy difference between 

carriers resulting in a lower Voc. It is possible though to increase the Jsc since lower 

energy photons are also harvested. However, the increased Jsc has yet to overcome the 

loss due to the decreased Voc which results in lower device efficiencies
130

. 

One of the problems with the In(Ga)As/GaAs system is a thin InAs wetting layer that 

forms when growing the QDs (described in section 4.3.3). The wetting layer acts as a 

quantum well with a near continuous set of states
148

 that effectively lowers the GaAs 

bandgap
151

. This is thought to create a strong thermal escape pathway for holes and 

electrons out of the intermediate band into the conduction band
130

 as shown in Figure 

4.1b. It is this effect that has prevented this structure of QD solar cells from 

outperforming a comparable reference GaAs cell without the addition of QDs
130,148

.  

The work presented in this chapter studies the electrical properties of two In(Ga)As 

QD cells fabricated with and without strain relief techniques during the fabrication 
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process (discussed in the next section). A special focus is given to the carrier 

dynamics and transfer between the confined QD states, wetting layer states, and bulk 

GaAs states in the two QD cells. 

4.3.3 In(Ga)As QD Solar Cell Fabrication 

The Stranski-Krastanov self assembly method
152

 was used to produce GaAs p-i-n 

solar cells with InAs QDs grown in the intrinsic layer. The following description of 

the growing method comes from reference 135. Using molecular beam epitaxy, InAs 

is grown on GaAs. After a couple monolayers are grown, the strain due to lattice 

mismatch causes the InAs to form three-dimensional nano-structures (typical heights 

are 2-5 nm and base widths are ~ 20 nm) that sit on the thin InAs layer. These nano-

structures are the QDs. The thin InAs layer is the quantum well mentioned in section 

4.3.2. GaAs is then grown on top of the InAs QDs and the process is repeated to grow 

multiple QD layers. 

As multiple QD layers are grown, strain begins to build up, and if not relieved, defects 

are created that reduce the overall cell performance
132

. To avoid this problem, much 

work has gone into techniques to relieve the strain caused by stacking multiple QD 

layers
142,143,144,148

. For the cells grown here, 29 nm-thick GaAs spacer layers grown at 

different temperatures were used to compensate strain
153

. In one case the spacer layers 

were grown at a constant 510 
0
C which resulted in threading dislocations that 

propagated through the GaAs emitter to the surface. In this second case, the spacer 

layer was grown at 510 
0
C only for the first 3 nm and then at 580 

0
C for the remaining 

26 nm which prevented the formation of the threading dislocations
154

. TEM images 

displaying the two cells with and without threading dislocations are shown in Figure 

5.3. The overall QD density was approximately 5 x 10
10

 cm
-2

. The solar cells were 
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grown using solid source molecular beam epitax y and fabricated using standard III-V 

processing techniques. Figure 4.2 shows the entire cell structure for the cells in this 

study.  

 

Figure 4.2. In(Ga)As QD solar cell structure. The expanded region on the right shows one layer 

of the QD growth region. The QD cells have 30 QD layers. The reference GaAs cell does not have 

the QD region. 

4.3.4 In(Ga)As QD Solar Cell Results and Discussion 

Three GaAs solar cell systems are considered in this analysis. The first is a GaAs p-i-

n cell (CellRef) that acts as the reference cell. The other two systems have 30 InAs QD 

layers grown in the intrinsic region using the methods described in section 4.3.3. The 

first QD cell (CellQD) was grown using high-temperature growth for the GaAs spacer 

layers while the second (CellQD+Defects) was grown using low-temperature growth for 

the GaAs spacer layers, which is again described in section 4.3.3. The growth 

temperatures resulted in the presence of threading dislocations within CellQD+Defects 

and the prevention of threading dislocations in CellQD. 

This section is organised according to characterisation technique with a small amount 

of discussion included in each technique section, followed by an overall discussion 

the conclusion section (5.1.2).  
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4.3.4.1 JV Analysis 

Room temperature AM1.5 illuminated JV curves for all three cells are shown in 

Figure 4.3a and the solar cell parameters are presented in Table 4.1.  

 

Figure 4.3. a) Room temperature JV curves for the three cells. b) – d) Temperature dependent JV 

curves for CellRef (b), CellQD (c), and CellQD+Defects (d). 

The Voc for CellQD is reduced substantially compared to CellRef and for CellQD+Defects it 

is reduced even further. As will be discussed in section 5.1.2 in conjunction with the 

EQE results, this gives strong indication that the quasi-Fermi level of the QDs is not 

electrically isolated from that of the GaAs. The Jsc for CellQD is also lower than that of 

CellRef. The goal of adding QDs to the cell is to harvest more photons leading to a 

higher Jsc, contrary to what is observed here. A likely possibility for the lower Jsc in 

CellQD is due to a small amount of defects formed during the QD growth even though 

the high temperature growth strain relieving techniques were used. Figure 5.1c-d 
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show higher reverse saturation current and series resistance for CellQD compared to 

CellRef that support this thought. In CellQD+Defects, there is a clear and very large 

reduction in Jsc. This will be discussed in more detail with consideration of the EQE 

results in section 5.1.2. 

Table 4.1. Solar cell parameters of the three test cells at 300 K.  

Cell Jsc (mAcm
-2

) Voc (V) FF PCE (%) 

Ref 21.7 0.93 0.78 15.6 

QD 18.6 0.67 0.69 8.7 

QD+Defects 4.5 0.58 0.61 1.65 

 

The AM1.5 illuminated temperature dependent JV curves for the three cells are shown 

in Figure 4.3b-d, and the solar cell parameters are given in Figure 4.4. The Voc for all 

three cells decreases at the same rate with increasing temperature, reflecting the 

change in bandgap of GaAs with temperature due to thermal expansion of the crystal 

lattice
155

. The FF of CellQD+Defects does not follow the same trend as the other two cells 

though, and its lower values can be attributed to decreased carrier transport through 

the intrinsic and emitter regions
156

. Carrier lifetimes determined by impedance 

spectroscopy in section 5.1.1.2 support this conclusion since CellQD+Defects has the 

lowest carrier lifetime.  

There was no observable trend in Jsc for CellRef which had a standard deviation of 

2.4% across the range of temperatures, even though a small Jsc increase is expected 

due to the decrease in bandgap as temperature increases. The reason for this is not 

fully understood yet. However, the thermal stability of the conductive paste used to 

adhere the cell to the back electrode needs to be investigated. Both QD cells on the 

other hand show an increase in Jsc with increasing temperature. The increase for 
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CellQD is nearly linear across the temperature range, while the Jsc for CellQD+Defects is 

relatively stable until ~200 K at which point it increases very rapidly. The percentage 

change in Jsc is quite small for CellQD and is overshadowed by the change in Voc such 

that the trend in PCE follows that of the Voc. This is true of CellRef as well. However, 

even though CellQD+Defects displays the same trend in Voc as the other two cells, its PCE 

follows closely to the Jsc.  

 

Figure 4.4. Temperature dependent solar cell parameters for the three cells. a) PCE. b) Jsc. c) Voc. 

d) FF. 

The Jsc behavior of CellQD+Defects suggests an escape energy for trapped or confined 

carriers near 220 K at which point carriers are released and contribute to the 

photocurrent. Temperature dependent photoluminescence (PL) results which were 

taken by the group at University College London support this conclusion. Figure 4.5 

shows a consistent PL signal is observed over the complete range of temperatures for 
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CellQD, matching well with its Voc trend. However, near 200 K the PL signal of 

CellQD+Defects is quenched indicating carriers can escape and be extracted as 

photocurrent or recombine through non-radiative pathways. 

 

Figure 4.5. Temperature dependent photoluminescence measurements. Near 200 K the PL of 

CellQD+Defects is quenched. The inset shows the plot on a linear y-axis. This data was taken by 

collaborators at UCL. 

5 READ STOP 

Figure 5.1a shows the dark JV curves for the three cells at 300 K, and Figure 5.1b-d 

presents the temperature dependent, n, J0, and Rs results. J0 seems to be the easiest to 

interpret in its correspondence to recombination. The threading dislocations located in 

CellQD+Defects are expected to provide non-radiative recombination pathways for 

charge carriers which results in higher J0 values as demonstrated in the figure. Even 

with the high-temperature strain relief layer growth in CellQD which prevents the 

formation of threading dislocations, it is expected that the presence of QDs in the 

matrix produces some defects, which again promote some recombination. Evidence 

for this is seen in the increased J0 value for CellQD over that of CellRef. 
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Figure 5.1. a) Dark JV curves at 300 K for the three cells. b) – d) Temperature dependent (b) n, 

(c), J0, and (d) Rs for the three cells. 

The ideality factor for the three cells shows very little difference between the three 

cells. CellQD+Defects has a higher n value than CellQD at all temperatures which seems to 

make sense since this would mean it is further from the ideal diode. However, CellRef 

is higher at all temperatures than both QD cells. This type of behaviour (higher 

ideality factor for the reference GaAs cell compared to the QD cell) has just reported 

by Lu et al
157

. They propose that there are two different recombination pathways in a 

QD cell that contribute differently to the overall ideality factor. Any injected minority 

carriers that recombine with majority carriers already occupying states within the 

quantum dot is similar to dark current outside the space charge region since it requires 

the transport of only one type of charge carrier. Thus, this type of recombination leads 

to a low ideality factor. When electrons and holes are captured simultaneously, the 
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recombination is similar to defect related recombination in the space charge region 

and leads to larger ideality factors
157

.  This behaviour has been seen in GaAs/AlGaAs 

multiple quantum well solar cells too. The ideality factor of a GaAs/AlGaAs cell with 

40 quantum wells was found to be lower over a range of temperatures compared to 

ideality factors of the control GaAs and AlGaAs p-i-n cells
158

.  All three of the cells 

tested here have n values slightly less than two at 300 K and increase as the 

temperature decreases (n increases when the current decreases
159

) under the same 

trend, which seems to indicate the diode characteristics of each cell are very similar. 

The series resistance, on the other hand, shows a clear distinction between 

CellQD+Defects and the other two cells. While CellRef and CellQD have slightly increasing 

Rs with increasing temperature, CellQD+Defects has a fairly large reduction in Rs with 

increasing temperature. This is most likely due to carriers gaining enough energy as 

temperature increases to avoid becoming trapped (or escape easier) at the dislocations. 

This also explains the much higher Rs for CellQD+Defects, since the other two cells do 

not have the traps associated with the threading dislocations. 

5.1.1.1 EQE Analysis 

Figure 5.2 displays the room temperature EQE results for the three cells in (a) and the 

temperature dependent EQE results for each cell in (b) – (d). The peak near 980 nm in 

the two QD cells is due to the InAs wetting layer
148,135

 and the peak near 1220 nm is 

due to the QDs. The QD peak is more evident in the temperature dependent EQE 

results (c) and (d). Both of these peaks are beyond the band edge of GaAs (near 

870 nm) exhibiting a photocurrent for photons of less energy than the bulk GaAs 

bandgap. This needs to be considered with regard to the drop in Voc between the 

samples and is discussed in section 5.1.2. 
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Figure 5.2. a) EQE at 300 K for the three cells. b) – d) Temperature dependent EQE for (b) 

CellRef, (c) CellQD, (d) CellQD+Defects. 

The additional EQE response beyond the GaAs band edge of CellQD is expected to 

increase the Jsc of CellQD compared to that of CellRef. In fact, it has been reported that 

the addition of QDs can improve the Jsc compared to the reference GaAs cell
142,160

. 

However, as discussed in section 4.3.4.1, the Jsc for CellQD is lower than that of 

CellRef. The first thing to notice is that the sub-bandgap photocurrent for CellQD is 

very small (Figure 5.2 is plotted as a semi-log plot) and doesn’t contribute much. Any 

increase in Jsc due to the lower energy absorption of the QDs could be outweighed by 

small amounts of defects within CellQD inducing recombination.  

It is clear from the EQE results of CellQD+Defects why its Jsc is much lower than the 

other two cells. In the bulk GaAs region (~400 to 900 nm) the cell shows severe 

degradation to the EQE. TEM images, take by the collaborators at University College 



104 

London, shown in Figure 5.3 display large amounts of threading dislocations that 

propagate up into the GaAs emitter. These dislocations extend all the way to the 

surface and result in strong surface recombination. This type of dislocation has been 

reported by others as well
130,132

,
 156

 and is discussed more in section 5.1.2. 

 

Figure 5.3. a) TEM image of the QD layers using the high temperature growth method for the 

GaAs spacer layers. b) TEM image of the QD layers when the high temperature growth method 

is not used, resulting in large dislocation defects. The TEM images were taken by the 

collaborators at University College London. 

The temperature dependent EQE measurements for CellQD+Defects in Figure 5.2d reflect 

the increase in Jsc near 220 K seen in Figure 4.4e. Both the bulk GaAs responding 

region and QD peak show strong EQE increases with increasing temperature above 

220 K. In CellRef, the effect of temperature is a shift in the band edge near 870 nm 

such that higher temperatures have a band edge at longer wavelengths. This means the 

cell should show an increase in Jsc with increasing temperature and a decrease in Voc 

since a longer wavelength band edge translates to a smaller bandgap. The Jsc and Voc 

temperature dependent results are discussed in the previous section (4.3.4.1). CellQD 

shows the same band edge shift with temperature as CellRef. However, the wetting 

layer and QD peaks don’t exhibit the same magnitude increase with increasing 

temperature that is seen in CellQD+Defects. For CellQD, the wetting layer peak EQE 
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decreases with increasing temperature and the QD peak EQE has a maximum value 

near 220 K, decreasing at higher and lower temperatures. The departure in behaviour 

between the two QD cells near 220 K indicates a difference in the charge extraction 

mechanism and is discussed in the conclusions section (5.1.2). The large QD peak 

EQE increase in CellQD+Defects compared to the QD peak EQE behaviour of CellQD and 

the implications on overall efficiency are also discussed in the conclusions. 

5.1.1.2 Impedance Analysis 

CV measurements were taken from -3 to 2 V. The results were very consistent over a 

wide range of modulating frequencies which is expected in well-behaved crystalline 

cells (see section 2.2.3 for a discussion of the modulation frequency). The results 

given here are for a modulation frequency of 5 kHz and amplitude of 25 mV. Figure 

5.4a shows the C
-2

 versus bias curve including the Mott-Schottky fit (solid lines) for 

the three cells. The fit values are given in Table 5.1. Interestingly, the built-in bias, 

Vbi, for each cell is very similar even though the Voc varies considerably as shown in 

Figure 4.3 and Figure 4.4. As discussed in detail in section 2.2, the Mott-Schottky 

analysis determines the energy band barrier height between the n- and p-type 

materials. Since the only difference between the cells is the addition of quantum dot 

layers (p and n material layers are the same), the energy band barrier height should be 

the same for each cell yielding similar Vbi values. The Voc on the other hand is 

lowered with the addition of QDs due to electrical conductivity between the wetting 

layer, QDs, and bulk GaAs region. Since the Fermi levels are not electrically isolated, 

the potential energy levels must come to the same value creating a smaller effective 

bandgap, and hence Voc. Large recombination due to dislocation defects in 

CellQD+Defects will decrease the Voc even further. As expected, the doping density, NA, 
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increases from CellRef to CellQD and again to CellQD+Defects, since the QDs and 

dislocation defects contribute to the doping profile in this measurement technique.  

 

Figure 5.4. a) C
-2

 versus bias curve for the three cells. The solid lines show the Mott-Schottky fit. 

b) Bias dependent depletion width curves for the three cells. The symbols were calculated using 

the parallel plate capacitor model (equation (2.16)) and the solid lines were calculated using Vbi 

and NA in equation (1.3). 

Depletion width calculations based on the CV results are shown in Figure 5.4b and 

the value at zero bias is shown in Table 5.1. The symbols represent the depletion 

width calculated using the parallel plate capacitor model (equation (2.16)) and the 

solid lines are calculated from the Vbi and NA values using equation (1.3).  

Table 5.1. Built in bias (Vbi), doping density (NA), and depletion width (D.W.) at zero volt bias for 

the three cells. 

Cell Vbi (V) NA (cm
-3

) D.W. (0 V) (m) 

Ref 1.16 1.1 x 10
16

 0.39 

QD 1.16 1.4 x 10
16

 0.34 

QD+Defects 1.12 2.9 x 10
16

 0.24 

 

The addition of QDs decreases the depletion width which results in less charge 

collection. The decrease is largest in CellQD+Defects. This is not unexpected since the 
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doping density for the two QD cells is higher than the reference cell. The depletion 

width according to equation (1.3), decreases with increased doping. 

Impedance measurements as a function of frequency over a range of applied biases 

were also taken to investigate minority carrier lifetimes. However, the interpretation 

of the lifetime in this case is more complex than the explanation in section 2.2.5 since 

in this p-n structure the p- and n-type materials are of comparable thicknesses and 

carriers from each doped material will be able to cross the junction under forward 

bias. Therefore the carrier lifetime takes into account both carriers using this method. 

This complication has been reported for carrier lifetimes determined by transient 

photoluminescence measurements in GaAs and AlGaAs, where the carrier lifetime 

was found to be a linear combination of the minority and majority carrier lifetimes 

depending on the illumination intensity
161

.  

Fitting the Nyquist plots with an equivalent RC circuit to determine the RC time 

constants yielded results very similar to calculating the lifetimes using the 

characteristic peak frequency (the methods are explained in section 2.2.5). Figure 5.6 

shows example fits and the lifetime results are given in Figure 5.5b.  

 

Figure 5.5. a) Capacitance versus bias for the three cells. b) Carrier lifetimes for the three cells. 
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The carrier lifetimes are shown down to biases of 0.7 V since this is the bias at which 

carriers are able to cross the depletion region in CellRef based on the peak in 

capacitance as a function of applied bias shown in Figure 5.5a. Carrier lifetimes for 

CellQD and CellQD+Defects are valid down to 0.6 and 0.5 V respectively based on the CV 

peak. 

 

Figure 5.6. Nyquist plots with RC circuit fits at 0.5 V bias (a) – (c) and 1.0 V bias (d) – (f) for the 

three cells. 

As might be expected, the carrier lifetimes decrease significantly when QDs are added 

to the cell. At 0.7 V bias, there is over an order of magnitude drop in lifetime from 

CellRef to CellQD, and the carrier lifetime in CellQD+Defects is even lower. The values for 

carrier lifetimes are almost 3 orders of magnitude higher than what has been reported 

for minority carrier lifetimes in In(Ga)As QD cells
132

. However, majority carrier 

lifetimes in GaAs have been reported as long as
162,163

 10
-6

 s and 10
-5

 s. The longer 

lifetimes determined here compared to previous minority carrier lifetime reports is 

likely a result of the measurement technique used here, which yields a combination of 
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both carrier lifetimes. Taking this into account, the results are comparable to reported 

majority carrier lifetimes
162,163

. 

The shape of the Nyquist plots for CellQD and CellQD+Defects at 1 V bias (Figure 5.6e 

and f) is similar to that of an exponential distribution of traps seen in disordered 

organic and inorganic semiconductors
65,66

. This is not unexpected since both the QDs 

and the dislocation defects can act as recombination centres.  

5.1.2 In(Ga)As QD Solar Cell Conclusions 

The presence of a sub-bandgap photocurrent in the two QD cells suggests the 

formation of an intermediate band. However, the reduction in Voc gives strong 

evidence that the transition of carriers from the intermediate band to the carrier band 

occurs through processes other than optical excitation. If the Fermi levels are 

electrically isolated, the only way to extract carriers from the intermediate band into 

the conduction band is by photon absorption, which excites the electron from the 

intermediate band to the conduction band. This would preserve the Voc since carriers 

in the intermediate and conduction bands do not come to the same potential (it is 

assumed the intermediate band is also isolated from the electrodes so that charges 

cannot be extracted from the intermediate band at the electrodes). However, the 

presence of processes other than optical excitation that transfer charges from the 

intermediate band into the conduction band require non-isolated Fermi levels to allow 

charge flow, and hence reduce the Voc. The Voc reduction seen in these cells is not 

unexpected since the InAs wetting layer acts as a quantum well with a near 

continuous set of energy levels extending the valence and conduction bands, and 

effectively decreasing the bandgap
130

. In addition, the confined QD energy levels are 
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not much lower than those of the wetting layer which most likely creates a strong 

thermal pathway for carrier escape from the QDs to the conduction band
130,148

. 

As mentioned in section 4.1, the In(Ga)As QD system is not the ideal system for an 

intermediate band solar cell due to the energy level locations. However, the addition 

of threading dislocations provides for an interesting study. It’s clear from Figure 4.3 

that CellQD far outperforms CellQD+Defects. If however, only sub-bandgap wavelength 

illumination is considered, the situation appears to be reversed. Figure 5.2 shows the 

sub-bandgap photocurrent of CellQD+Defects to be larger than that of CellQD. 

This has been reported by others as well when trying to improve the Jsc of a cell with 

10 QD layers by growing 50 QD layers: dislocations formed due to the strain which 

caused the overall Jsc to decrease, but the sub-bandgap photocurrent increased
130,132

. 

In this case, the increase in sub-bandgap photocurrent was attributed to the increased 

number of QDs in the cell
132

. For the cells studied here though, the same number of 

QD layers was grown for CellQD and CellQD+Defects. 

To carry this study further, it is interesting to calculate the Jsc resulting from just sub-

bandgap photon absorption in cells with the same number of QDs, but different 

defects (CellQD and CellQD+Defects). This was done by integrating the EQE from the 

trough in EQE just before the wetting layer peak out to 1400 nm with the solar 

spectrum, as demonstrated in Figure 5.7a. In this manner, only the contribution of 

lower energy photons (wavelength greater than ~910 nm to ~950 nm depending on 

the temperature) is considered. Unlike under full AM1.5 illumination, the Jsc shown in 

Figure 5.7c calculated for sub-bandgap photons is nearly an order of magnitude larger 

in CellQD+Defects than in CellQD. If this Jsc value is then used to calculate the PCE for 
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just sub-bandgap photons using the Voc and FF from the AM1.5 measurements, 

CellQD+Defects outperforms CellQD as displayed in Figure 5.7d. 

 

Figure 5.7. a) Integration at sub-bandgap wavelengths to determine Jsc due to just long 

wavelength photons. Hashed areas represent the integration region. b) Solid areas under the 

EQE curves represent the wavelengths beyond the 870 nm high-pass filter cutoff. For CellQD 

more of the GaAs responding region is passed through the filter than for CellQD+Defects since the 

GaAs is not degraded in CellQD. The data shown is at 300 K. c) Jsc calculated from integrating the 

EQE as in (a) with the AM1.5 spectrum. Inset shows the results for CellQD magnified. d) PCE 

calculated using the Jsc from (c) with the Voc and FF from full AM1.5 illumination. Inset shows 

the results for CellQD magnified. 

In an effort to check this experimentally, an 870 nm high-pass filter was used in front 

of the solar simulator to illuminate the QD cells with sub-bandgap photons only. 

However, the filter’s cutoff wavelength was not an ideal choice for this experiment 

since as the temperature is increased, a larger portion of the bulk GaAs response 

crosses over the cutoff wavelength obscuring the response from just the QDs and 
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quantum well. This is illustrated Figure 5.7b by the solid areas under the EQE curves 

at 300 K. While this happens in both cells, the effect is greater in CellQD since its 

GaAs response has not been degraded. Yet even considering the larger contribution 

from the bulk response in CellQD, CellQD+Defects still performed better at low 

temperatures when measured using the 870 nm high-pass filter. This is seen in Figure 

5.8. 

 

Figure 5.8. Temperature dependent Jsc (a) and PCE (b) for the QD cells illuminated through a 

870 nm high-pass filter.  

Room temperature JV measurements shown in Figure 5.9 were taken using a 1000 nm 

high-pass filter. The results in this case show a higher Jsc and higher PCE for 

CellQD+Defects despite the lower Voc and FF (Table 5.2). 

 

Figure 5.9. Room temperature JV curves for the QD cells illuminated through a 1000 nm high-

pass filter. 
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Table 5.2. Room temperature solar cell parameters for the QD cells illuminated through a 

1000 nm high-pass filter. 

Cell Jsc (mAcm
-2

) Voc (V) FF PCE (%) 

QD 0.16 0.45 0.69 0.049 

QD+Defects 0.29 0.37 0.53 0.056 

 

Even though the results are not as dramatic when measured using the high-pass filters 

compared to integrating the long wavelength EQE with the solar spectrum, they do 

demonstrate that CellQD+Defects does actually perform better for sub-bandgap photons. 

One possible reason for this is that the defects aid in carrier extraction from the 

confined QD states, allowing more charge carriers to contribute to the photocurrent. 

Another possibility, mentioned later in this section, is that the sub-bandgap absorption 

is increased due to the presence of the defects resulting in more charge carriers. Of 

course the penalty for the better sub-bandgap performance of CellQD+Defects is quite 

high due to the threading dislocations degrading the GaAs emitter, and ultimately the 

cell’s performance. However, it does open up the idea of selective defect addition to 

aid in absorption or carrier escape from the QDs in a QD solar cell if the defects can 

be prevented from propagating into the emitter. This would not be applied in an IBSC 

(or at least a traditional one) since the escape route provides a non-optical pathway for 

carriers to transition from the confined state into the conduction band. In other words, 

the two Fermi levels are not isolated which results in a reduced Voc. 

The next step is to consider the charge extraction mechanism in the two QD cells. It 

has been shown from thermal studies that the charge extraction mechanism depends 

on the spacer layer thickness between QD layers: thermally activated escape is the 

dominant mechanism in thick layers while tunnelling plays an important role when 

thin layers are used
148,164,165

. A spacer layer of ~85 nm was considered thick and one 
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of ~15 nm was considered thin
148

. The spacing between QD layers for the cells here is 

~29 nm (see section 4.3.3). Consistent with results from Antolin et al. on cells with 

thin spacer layers
148

, very little sub-bandgap photocurrent suppression was seen at low 

temperatures in EQE measurements (Figure 5.2c-d), which suggests tunnelling escape 

of charges in both QD cells at low temperatures. The relatively small change with 

temperature of the QD peak EQE compared to the complete suppression of the QD 

peak below ~100 K that has been reported for cells with thick spacer layers 

demonstrates the effects of different extraction mechanisms (tunnelling versus 

thermal).  

Further evidence is seen in Figure 5.10 which shows an Arrhenius plot of the 

maximum EQE value of the peak near 1220 nm attributed to the absorption and 

extraction from the QDs. At low temperatures, very little temperature dependence is 

seen for either sample, again suggesting temperature independent tunnelling escape as 

the dominant escape mechanism. However, both cells exhibit transition points near 

220 K. First, CellQD drops off from its near linear trend as temperature increases 

(inverse temperature decreases). A drop from the linear trend in cells with thick 

spacer layers has been reported to be due to complete extraction of carriers from the 

QDs through thermal processes at temperatures above the drop from linear 

temperature
148

. That could be the case here for CellQD. However if that is true, the low 

sub-bandgap photocurrent compared to CellQD+Defects needs to be addressed. The 

continued increase in the QD peak EQE of CellQD+Defects with increasing temperature 

indicates that not all of the carriers have been extracted from the QDs at temperatures 

up to 340 K. Therefore if all the carriers have been extracted from the QDs in CellQD 

by ~220 K, but in CellQD+Defects they still have not all been extracted by 340 K, CellQD 

might be expected to have a larger sub-bandgap photocurrent than CellQD+Defects at 
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temperatures above 220 K (contrary to the results shown in Figure 5.2). One possible 

explanation is that not all of the extracted carriers in CellQD contribute to the current. 

In other words, a larger fraction of carriers extracted from the QDs contribute to the 

current in CellQD+Defects than in CellQD. Another more likely possibility is that 

CellQD+Defects has stronger sub-bandgap absorption due to the dislocation defects and 

therefore produces a larger current. This is an area that needs further investigation. 

Another aspect that needs to be considered if all the charges are thermally extracted 

from the QDs in CellQD is the PL results shown in Figure 4.5. The PL quenching in 

CellQD+Defects near 200 K was attributed to charge extraction from the QDs (section 

4.3.4.1). The reason the PL is not quenched for CellQD if all the charges are extracted 

is the relatively small contribution from the QDs to the overall current. In 

CellQD+Defects the contribution from the QDs is a much larger percentage of the overall 

current. 

The response of CellQD+Defects on the other hand exhibits a substantially different trend 

as temperature is increased over ~220 K. In this case thermal activation has not 

extracted all the carriers, even at temperatures up to 340 K. Carrier escape by thermal 

activation is proportional to exp(–EA / kT) where EA is the confined carrier activation 

energy, k is the Boltzmann constant, and T is the temperature
148

. A linear fit above 

220 K for CellQD+Defects gives an activation energy of 48 meV. The same fit applied to 

temperatures below ~220 K yields 1.8 and 2.3 meV for CellQD and CellQD+Defects 

respectively which again shows the very small temperature dependence in that 

regime.  

The activation energy for CellQD+Defects at temperatures over 220 K is in line with 

admittance spectroscopy results that have shown activation energies from 18 – 
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125 meV for hole extraction in InAs/GaAs QDs
166

 and stress-induced traps in Au/n-

GaAs Schottky diodes with embedded InAs QDs which have been determined to have 

activation energies as low as 24 meV
167

. Defects within GaAs have also been 

attributed with the creation of traps
168,169

. 

 

Figure 5.10. Arrhenius plot of the EQE value at the QD peak. The fits are used to determine the 

thermal activation energy. 

This analysis shows tunnelling is significant at low temperatures in CellQD+Defects. As 

the temperature is increased over ~220 K, thermal excitation of carriers from defect 

induced traps becomes the dominant charge extraction mechanism. 

5.1.3 In(Ga)As QD Solar Cell Further Work 

Further investigation into trap assisted carrier escape from the QDs is of considerable 

interest. Much of this requires new cells grown by the group at University College 

London which could then be characterised using the techniques presented here. The 
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new cells need to be such that different defect compositions can be studied. 

Unfortunately it doesn’t look possible to grow cells that include the same dislocations 

within the intrinsic region, but that do not propagate up into the emitter region due to 

strain on the crystal lattice. However, different growing temperatures during the 

spacer layer growth may allow for smaller defects within the intrinsic region that 

could be strain compensated near the top to prevent propagation into the emitter. 

Another possibility is lightly doping the intrinsic region or adding point defects. If a 

range of defect profiles can be created, this would present a good base to perform the 

same characterisations done in this chapter to investigate further if defects can be used 

to enhance QD solar cell performance.  

Going a different direction, work towards an IBSC should be investigated. From a 

discussion with the collaborators at University College London, they believe they can 

fabricate the same type of QD cells as in this study, but without the InAs wetting 

layer. This could prove to be very interesting, since it might remove any non-optical 

pathways from the intermediate band to the conduction band by removing the 

quantum well (and the near continuous set of energy levels within it) making the 

energy difference between the QD confined energy levels and the conduction band 

greater. Such a system might prevent the reduction in Voc due to Fermi level isolation 

between the intermediate and conduction bands. If these cells could be grown, the 

electrical characterisations done in this chapter would have the potential to yield a lot 

of information towards the realization of an IBSC that outperforms the reference cell. 

A simple experiment that would be useful is to perform temperature dependent JV 

measurements with the 1000 nm high-pass filter to verify the higher QD performance 

in CellQD+Defects to that of CellQD. One of the problems with doing that now is that the 
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thermal cycling from previous temperature measurements has taken its toll on the 

cells. The bonding method (conductive paste) does not do well with thermal cycling, 

and the cells have fallen off the copper cathode multiple times. Each time it has 

become harder to re-bond the connections. New cells will most likely need to be 

processed.  

Another relatively simple set of experiments is absorption measurements. An 

absorption comparison between the QD cells at sub-bandgap wavelengths would 

determine whether a higher absorption in CellQD+Defects is the reason for the increased 

sub-bandgap photocurrent. 

5.2 Dilute Nitride Solar Cells 

5.2.1 GaInNAs Introduction 

It has been proposed that the maximum thermodynamic efficiency limit under the 

500-sun low aerosol optical depth solar spectrum of a triple-junction GaInP/GaAs/Ge 

solar cell can be increased from ~40% to ~44% by replacing the Ge subcell with a 

dilute nitride such as GaInNAs (bandgap of 0.9 eV) to form the triple-junction cell 

illustrated in Figure 5.11a
170

. GaInNAs has also been suggested as a 1 eV bandgap 

material that has the potential to be lattice-matched to GaAs and Ge in order to 

produce the four junction cell shown in Figure 5.11b with an efficiency limit of 

~52%
131

.  

Growing GaInNAs with a large enough amount of nitrogen is challenging due to 

phase segregation
171

. In order to prevent phase segregation, low temperature growth 

conditions are used which results in degradation to the material’s optical 

properties
172,173

 due to an increased number of nonradiative recombination 
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centres
174,175,176

. Therefore rapid thermal annealing is used to improve the material 

quality
177,178

. 

 

Figure 5.11. The maximum thermodynamic limit of the triple junction cell shown in (a) can be 

increased by replacing the Ge subcell with GaInNAs. The maximum efficiency can be increased 

even further with the four layer cell shown in (b). 

Rapid thermal annealing at high temperature (910 
0
C) has been shown to increase the 

depletion region in GaInNAs solar cells with a band gap of 1eV (the band gap of 

interest for multi-junction cells)
179

. However, radiative recombination was concluded 

to limit the cell performance compared to cells annealed at lower temperatures. In the 

work presented here, capacitance and impedance measurements are used to show a 

higher presence of non-radiative recombination centres in the higher temperature 

annealed GaInNAs p-i-n cells as well. 
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Three different annealing temperature (825, 875, 910 
0
C) corresponding to Cell825, 

Cell875, and Cell910 were performed on cells of the structure seen in Figure 5.12. 

Cell875 deviates from this structure in the intrinsic region thickness. Instead of 

1500 nm, the thickness is 1000 nm for Cell875.  

 

Figure 5.12. GaInNAs cell structure. The intrinsic region for Cell875 is 1000 nm thick instead of 

1500 nm. 

5.2.2 GaInNAs Solar Cell Results and Discussion 

Figure 5.13a-b shows the CV results and Mott-Schottky fits for the three anneal 

temperatures taken at 5 kHz modulation frequency. Both Vbi and NA are affected by 

the anneal temperature, with higher temperatures causing both to decrease. At an 

annealing temperature of 910 
0
C , the drop is very significant as seen in Figure 5.13c-

d which demonstrates the effectiveness of high-temperature annealing at removing the 

background doping.  

The depletion width is also affected by the anneal temperature as shown in Figure 

5.14a. The deviation of the calculated depletion width based on Vbi and NA from that 

determined by the parallel plate capacitor model (explained in section 2.2.4) below 
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0 V for Cell910 indicates it becomes fully depleted under reverse bias. At zero bias, the 

depletion width as a function of anneal temperature is shown in Figure 5.14b. 

 

Figure 5.13. a) Room temperature CV results for the three GaInNAs cells. b) The symbols are the 

corresponding C
-2

 curves to the data in (a). The solid lines are the Mott-Schottky fits. c) Built in 

bias (Vbi) as a function of anneal temperature. d) Impurity concentration (NA) as a function of 

anneal temperature.  

Higher temperature annealing produced a larger depletion width which aids in carrier 

extraction. This was confirmed by a larger Jsc for Cell910 compared to the lower 

temperature annealed cells
179

. However, the Voc for Cell910 was significantly lower 

than the other cells negating any benefits from the increased Jsc
179

. Analysis of the Voc 

and NA frequency dependence can explain the drop in Voc for Cell910. 
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Figure 5.14. a) Bias dependent depletion widths. The symbols represent the value calculated 

using the parallel plate capacitor model and the solid lines represent the value calculated using 

Vbi, NA, and equation (1.3). The deviation of the two methods for Cell910 indicates the cell has 

become fully depleted. b) The depletion width at zero bias as a function of anneal temperature.  

The Vbi and NA values derived from the Mott-Schottky fits are very frequency 

dependent for Cell910 compared to relatively stable values in Cell825 and Cell875 as 

seen in Figure 5.15. The large variation in values with frequency for Cell910 is a good 

indicator of the presence of defect states that are not able to respond to higher 

frequency modulation
56

. It was previously stated that rapid thermal annealing is used 

in dilute nitrides to remove non-radiative recombination centres
177,178

. However, it has 

also been shown that over-annealing (annealing at higher temperatures than the 

optimum temperature) induces defects within the material
133,180,181,182,183

. These 

defects have been attributed to both propagation of arsenic vacancies created at the 

surface during the annealing process
180

 and structural degradation of the dilute nitride 

material
183

. Although the mechanism of defect formation was not studied here, the 

large frequency dependence of the Vbi and NA for Cell910 agrees with the reports of 

defects forming due to high annealing temperatures. Further evidence is seen in the 

shape of the impedance Nyquist plots for Cell910. 
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Figure 5.15. Frequency dependent Vbi (a) and NA (b) for the three GaInNAs cells. 

Figure 5.16 shows the Nyquist plots for each cell at two different biases (0.3 and 

0.5 V) along with the fit result from an equivalent RC circuit (Figure 2.4).  

 

Figure 5.16. Nyquist plots with RC circuit fits at 0.3 V bias (a) – (c) and 0.5 V bias (d) – (f) for the 

three GaInNAs cells. 

Cell825 and Cell875 have very good fits, although at 0.5 V the high frequency fit 

deviates a little from the data. Cell910, on the other hand, doesn’t exhibit a good RC 

response arc at either bias, which results in poor fits. The shape of the Nyquist plot for 

Cell910 is characteristic of an exponential distribution of traps in disordered organic 

and inorganic semiconductors
65,66

. This agrees well with the frequency dependent CV 
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results for Cell910, which indicated the presence of defect states that cannot respond to 

higher modulation frequencies.  

Carrier lifetimes are given by the RC time constant of the equivalent circuit and can 

also be determined by the characteristic peak frequency (section 2.2.5). For Cell825 

and Cell875 these two methods are comparable and the results are shown in Figure 

5.17 for forward bias values of 0.3 V to 0.7 V. The minimum value of 0.3 V was 

chosen based on the location of the capacitance peak value in Figure 5.13a to ensure 

the devices are in the diffusion capacitance regime and not the depletion capacitance 

regime. The RC fit for Cell910 is not that good due to the high frequency response. 

However, the RC arc is still partially viewable and the characteristic frequency can be 

extracted. It turns out the carrier lifetime of Cell910 calculated from the characteristic 

frequency is not much different than that from the RC time constant. The results are 

also shown in Figure 5.17. As with the In(Ga)As QD cells in section 5.1.1.2, the 

method used here considers both carriers due to the cell architecture, and results in 

lifetimes that are a combination of the two carrier types. 

 

Figure 5.17. Carrier lifetimes for the three GaInNAs cells. 
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The carrier lifetimes of Cell910 are about an order of magnitude less than the other two 

cells. This is also in agreement with the proposal that annealing at the higher 

temperature of 910 
0
C induces defects in the material. In this case the defects become 

recombination pathways leading to decreased lifetimes. The reason for the cross-over 

in lifetime values between Cell825 and Cell875 is not known at this time and requires 

further investigation. 

5.2.3 GaInNAs Solar Cell Conlcusions 

Rapid thermal annealing at 910 
0
C compared to lower temperatures of 825 and 875 

0
C 

produced a factor of three larger depletion widths in the GaInNAs p-i-n solar cells. 

However, the large frequency dependence of the CV measurements in the higher 

annealed cell indicated the presence of defects induced by the higher annealing 

temperature. This is supported by the shape of the Nyquist plots and lower carrier 

lifetime of the cell annealed at 910 
0
C. Recombination pathways created by the 

induced defects can account for the lower Voc in Cell910.  

5.2.4 GaInNAs Solar Cell Future work 

Optimisation of the annealing temperature should be accomplished in smaller 

annealing temperature steps. Although the cell annealed at 910 
0
C has a larger 

depletion width, it also shows the presence of defects which are detrimental to the cell 

performance. This is an indication that the cell has been over-annealed. Finer 

temperature steps could find the optimum balance of maximising the depletion width 

with minimum defect formation. To carry this out, more cells need to be fabricated 

followed by the characterisation techniques presented in this thesis. 
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5.3 Conclusion 

The electrical characterisation techniques have proven to be very useful in studying 

the consequences of defect formation in both In(Ga)As QD and GaInNAs solar cells. 

In the first case, EQE measurements suggested that large dislocation defects within 

the QD cell actually improve the sub-bandgap performance even though the overall 

performance suffers significantly. This was further supported by simulation using the 

sub-bandgap EQE data, and then verified by temperature dependent JV measurements 

on cells illuminated through a high-pass filter.   

The poor performance of GaInNAs cells annealed at high temperature was explained 

by the presence of defects induced by the annealing itself. This was made evident by 

the frequency dependence of the capacitance results and the behaviour of the 

impedance frequency response.  
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Chapter 5 

Organic Solar Cells: Polymer Degradation 

Study and Capacitance Analysis of Thermally 

Evaporated Thiophene Solar Cells 

6 Organic Solar Cells: Polymer Degradation Study 
and Capacitance Analysis of Thermally Evaporated 
Thiophene Solar Cells 

6.1 Introduction 

Research in organic photovoltaics has undergone incredible growth within the last 

decade. The first solution processed bulk-heterojunction (BHJ) solar cells were 

reported in 1995
184,185

, but the field didn’t show much growth until 1999, after which 

organic solar cell publications grew 65% per year for the next eight years
186

. This 

growth resulted in organic solar cell publications accounting for 10% of all 

photovoltaic publications in 2006
186

. Since then the rapid progress has continued and 

record polymer/fullerene efficiencies over 8% have recently been reported from 

Konarka
187

. Organic solar cells offer many attractive properties such as the ability to 

modify the bandgap, the molecular orbital energy level, the wetting and structural 

properties, and doping levels
25

. Also, organic materials open the way for flexible solar 

cells that could be incorporated into various consumer items
188

. Perhaps the most 

attractive quality is the possibility of cheap solar energy resulting from high-
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throughput production using well established printing techniques in a roll-to-roll 

system
188,189, 190

. Despite such promising possibilities, organic solar cells still have 

large hurdles to overcome. For one, exposure to oxygen, moisture, and ultra-violet 

illumination all seriously degrade the performance of organic solar cells
191

. Another 

problem is the difficulty in fabricating complex architectures using solution 

processing techniques due to the limitation of orthogonal solvents for each layer
192

.  

In this chapter capacitance and JV measurements prove to be useful methods for 

examining material interfaces in solution processed and thermally evaporated organic 

solar cells. In section 6.2, CV and JV measurements are used to monitor the 

performance, doping density, and formation of an Al2O3 layer in P3HT:PCBM bulk 

heterojunction solar cells as they degrade in air. Capacitance measurements on 

evaporated thiophene bi-layer solar cells in section 6.3 suggest different 

crystallization between small and large organic molecules, and may provide a way to 

investigate the thiophene/fullerene interface.  

 

6.2 Degradation of Organic Solar Cells 

6.2.1 Organic Solar Cell Degradation Introduction 

Polymer solar cells are an exciting field of study right now with efficiencies rapidly 

climbing and the promise of novel solar cell applications. However, progress in 

efficiency is not the only area of concern and without an improvement in cell stability, 

implementation of polymer solar cells faces a tough challenge
191

. To this end, much 

work has been conducted studying the mechanics of cell degradation. From early 

studies, oxygen was known to be the prime cause of cell degradation
193,194

. Further 



129 

study has shown that oxygen can cause both reversible and irreversible 

degradation
195,196

. On the irreversible side, chemical reactions between oxygen and 

P3HT, for example, result in the formation of carbonyl and carboxyl groups due to 

covalent bonds between oxygen and carbon
197

, which then act as charge traps
198

. The 

deep traps formed due to photo-oxidation in MDMO-PCBM solar cells have been 

reported to reduce charge-carrier mobility which ultimately leads to a reduction in 

Jsc
199

. Reversible degradation occurs through photo-assisted doping by oxygen
200

 

which increases the mobile hole concentration in thiophenes
201,202,203,204

 and decreases 

conductivity in fullerenes
205,206,207

 due to a decrease in mobile electrons
200

. Thermal 

annealing however can return the material to its former state
200,204,206

. Although the 

effects of oxygen are greatly enhanced under illumination, oxygen doping of P3HT 

has also been shown to occur in the dark
208

. Finally, with enough oxygen doping, 

P3HT and P3HT:PCBM have both been shown to form Schottky contacts with Al 

creating a bias dependent depletion region at the interface
63,201

.  

The amount of research studying degradation in polymer solar cells underscores the 

importance understanding and extending the lifetime in organic cells. One of the 

simplest sources of information comes from IV curves as a function of time as the cell 

degrades since Jsc, Voc, FF, PCE, Rsh, and Rs all come from these measurements
191

. 

However, many more techniques have been employed to understand organic cell 

degradation mechanisms. UV-visible spectroscopy has been used to study the rate of 

PPV degradation due to oxygen
193

 and light-beam induced current measurements have 

produced 2-D maps of the cell’s photoelectrical response over time in MDMO-

PPV:PCBM cells using a xenon light source
209

 and laser illumination
210

. The results 

showed uniform response initially, but as the cells degraded the response became very 

spatially inhomogeneous. Infrared spectroscopy and Fourier-transform infrared 
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spectroscopy have shown a decrease in vinylene bonds with a simultaneous increase 

in carbonyl groups when PPV cells degrade
211,212,213

. Energy dispersive X-ray 

reflectometry on MDMO-PPV:PCBM cells have shown possible reactions of the 

polymer and Al electrode to form aluminium oxide and/or indium migration into the 

polymer from the ITO
214,215

, although further studies in this area have shown that the 

evaporated Al surface roughness is so large that x-ray reflections are most likely not 

seen from this layer
216

. 

One of the pathways for oxygen to enter the cell is through pinholes in the top metal 

electrode which leads to oxidation of the low work function metal
217

. Oxidation of the 

polymer from exposure to air was noted by Garcia-Belmonte et al. as the reason the 

polymer becomes doped p-type and subsequently forms a Schottky barrier with the 

aluminium electrode
63

. Using CV measurements and a Schottky analysis, they 

determined the built in bias and doping density of P3HT in a P3HT:PCBM bulk 

heterojunction cell that had been annealed prior to depositing the aluminium 

electrode. Seemann et al. investigated the degradation and formation of a Schottky 

barrier in P3HT:PCBM cells using the same capacitance methods, and found the 

Schottky barrier didn’t form until the cell had sufficient exposure to air
200

. However, 

in their study they used 10 kHz as the modulation frequency, which neglects the 

contribution of slower responding charges.  

In the work presented here, CV measurements are used to monitor the Schottky 

junction formed at the P3HT/Al interface in multiple cell configurations (P3HT, 

P3HT:PCBM annealed and non-annealed, and P3HT:PCBM/LiF) as the cell is 

allowed to degrade in air. This builds on the techniques described by Garci-Belmonte 

et al
63

. by monitoring the formation of the Schottky barrier, and extends the study of 
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Seeman et al.
200

 by comparing the junction evolution in multiple cell configurations 

(and using a low modulation frequency). 

6.2.2 Solution Processed Organic Solar Cell Fabrication 

First the BHJ solution was prepared. P3HT from Reike Metals Inc. and PCBM from 

Nano-C were dissolved in chlorobenzene with a weight ratio of (1:0.8). The solution 

was continuously stirred overnight at ambient temperature. Once the BHJ solution 

was ready, ITO coated glass substrates were etched and cleaned. The cleaning process 

consisted of sonication for 6 minutes in a detergent solution, sonication for 6 minutes 

in de-ionized water, soaking for 5 minutes in 50 
0
C acetone, and finally soaking for 5 

minutes in 50 
0
C isopropanol. After this the substrates were plasma etched in an 

oxygen plasma for 30 seconds. Next PEDOT:PSS was spin cast at 5000 RPM onto the 

substrates and annealed at 140 
0
C for 7 minutes. Following this the substrates were 

transferred to a nitrogen environment glovebox where the P3HT:PCBM solution was 

spin cast onto the substrates at 700 RPM. One set of cells was also fabricated from 

P3HT solution (no PCBM). From this point the fabrication varied depending on the 

specific cell. However, in general the cells were placed in a vacuum chamber and 

aluminium electrodes were thermally evaporated through a shadow mask. The 

specific cell differences are discussed in section 6.2.3.  

The final cell geometry is shown in Figure 6.1. Each substrate contained three 

different cells determined by the overlap of the Al and ITO strips. The cell area was 

0.03 cm
2
. Also shown is a layer of LiF between the active layer and Al. This was only 

included in one set of cells. 
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Figure 6.1. a) Three solar cells (termed pixel cells) per substrate are determined by the ITO and 

Al overlap. b) The solar cell layer structure. LiF was included in only one cell (P3HT:PCBM 

cell). One cell was fabricated from P3HT instead of P3HT:PCBM. The layers are not to scale. 

6.2.3 Organic Solar Cell Degradation Results and Discussion 

Five different cell configurations were investigated and are shown in Table 6.1. One 

device had an active material of P3HT instead of P3HT:PCBM, one had a 2 nm layer 

of LiF evaporated between the active layer and Al electrode, one was annealed prior 

to depositing the Al electrode, and one after.  

Table 6.1. Degradation cell configurations.  

Material LiF Pre-Anneal Post-Anneal 

P3HT    

P3HT:PCBM    

P3HT:PCBM   X 

P3HT:PCBM  X  

P3HT:PCMB X   

 

The focus of the work presented here is on capacitance measurements taken over time 

as the cells degraded in air. All capacitance measurements were taken in the dark, and 

the cells were maintained in the dark except when illuminated JV curves were taken. 

The JV data is presented in section 6.2.3.1 following the CV results. 
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6.2.3.1 JV Degradation 

Although the main focus of this set of experiments was on the evolution of the CV 

characteristics while the cells degraded in oxygen, a brief look at the solar cell 

parameters compliments the results. In all cells the largest effect was seen in the Jsc. 

Figure 6.2 shows the JV curves and Jsc as functions of air exposure time, 

demonstrating the decrease in Jsc. The decrease is a well known phenomenon and 

agrees with what has been previously reported
196,218,219

. 

 

Figure 6.2. AM1.5 Illuminated JV curves as a function of exposure to air. Note the scales are 

different. a) P3HT-only. b) P3HT:PCBM not annealed. c) P3HT:PCBM with LiF. d) 

P3HT:PCBM post annealed. e) P3HT:PCBM pre annealed. f) Jsc as a function of exposure time 

for the five cells. 
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The Voc on the other hand did not degrade over the entire exposure time period. 

Neglecting the cell with LiF since only two data points were taken (initial and final 

times), all the other cells show an initial increase followed by a decrease in Voc 

(Figure 6.3). The pre-annealed cell actually showed an increasing trend over the entire 

time. The amount of Voc change varied depending on the cell, ranging from very little 

change in the post-annealed cell (0.008 V difference between the maximum and 

minimum Voc) to large changes in the non-annealed cell (0.2 V between maximum 

and minimum). This is depicted in Figure 6.3. Only the P3HT cell saw any increase in 

PCE due to the increased Voc and that was only up to ~1000 minutes. After that the 

PCE decreased due to the decrease in both Voc and Jsc. In all the other cells the 

decrease in Jsc was the dominant factor and directed the PCE as seen in Figure 6.4.  

 

Figure 6.3. Voc as a function of air exposure time. a) P3HT-only. b) P3HT:PCBM not annealed. c) 

P3HT:PCBM post annealed. d) P3HT:PCBM pre annealed.  
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Figure 6.4. PCE as a function of air exposure time. a) P3HT-only. b) P3HT:PCBM not annealed. 

c) P3HT:PCBM post annealed. d) P3HT:PCBM pre annealed. 

The Voc increase is evidence of the formation of an Al3O2 hole blocking layer at the 

Al electrode interface. More evidence for this is presented in the CV analysis (section 

6.2.3.2) accompanied by a discussion of the consequences related to capacitance 

measurements. In relation to JV performance, it has been  reported in organic bulk 

heterojunction cells that shunt pathways initially exist through the interpenetrating 

network from one electrode to the other that reduce the Voc
220,221

. However, annealing 

under the stress of an Al electrode that has already been deposited produces a vertical 

segregation of the blended material
28

 that reduces the formation of shunt pathways 

resulting in an increase in Voc
243

. In the results here, the Voc increase seen in the post-

annealed cell is much smaller than that in the non-annealed cell, suggesting many of 

the shunt pathways were removed during the annealing process. The formation of a 
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hole blocking layer however, brought the Voc of the non-annealed cell up to the same 

level as the post-annealed cell. In addition to vertical segregation, annealing after the 

Al deposition has been shown to produce a different P3HT crystal orientation 

compared to annealing prior to the Al deposition which also increases the Voc in the 

post-annealed process
242

. Finally, annealing prior to depositing the Al electrode may 

lead to overgrowth in the PCBM clusters, which degrades the morphology and can 

lower the Voc
242,222,223

.  

In the case of the non-annealed cell presented here, a large initial Voc increase is 

observed. The Voc of two other non-annealed cells (not shown here) were monitored 

under degradation with initial increases of 0.05 V and 0.55 V. In all three of these 

cells the maximum Voc value was slightly over 0.6 V (there was a very wide initial Voc 

range between the cells). The initial increase in Voc for the non-annealed cell 

demonstrates the formation of a hole blocking layer that reduces shunt pathways. This 

is seen in the other cells as well, although not as dramatically. In the case of the post-

annealed cell, very little increase is observed followed by very little decrease. 

Interestingly, the pre-annealed sample never reached the Voc value that the non-

annealed and post-annealed cells reached (~0.4 V compared to ~0.6 V). Possible 

reasons for this may be due to different crystal orientation
242

 or crystal 

overgrowth
242,222,223

 in the pre-annealed cell as described in the previous paragraph. 

Reports for pre-annealed cells in annealing experiments have yielded Voc values near 

0.4-0.5 V compared to values above 0.6 V for post-annealed cells
242,243

 which is 

consistent with the values found here. Non-annealed cells reported from the same set 

of experiments gave Voc values ranging from 0.54 to 0.64 V showing a varied range 

(although not as dramatic as that shown here) of values
242,243

. Of course the cost of Voc 

increase due to the hole blocking layer formation during degradation in the 
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experiments performed here is a large reduction in Jsc that ultimately lowers the PCE 

(except in the P3HT device that has a very low Jsc).  

Following the initial increase in Voc, it decreased for all cells except the pre-annealed 

cell. Most likely the pre-annealed cell would demonstrate the same behaviour with 

extended exposure to air. The decrease in Voc with exposure to air is consistent with 

literature reports of Voc decreasing when exposed to humid air conditions
218

.  

Included for completeness here, the FF is shown in Figure 6.5. In all cells, the FF 

trend was a decrease as the exposure time increased. However, small initial increases 

are seen in a couple of cells which correlates with the initial Voc increase coupled with 

a small initial Jsc decrease over the same short time span. 

 

Figure 6.5. FF as a function of air exposure time. a) P3HT-only. b) P3HT:PCBM not annealed. c) 

P3HT:PCBM post annealed. d) P3HT:PCBM pre annealed. 
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6.2.3.2 Degradation CV 

Example CV and C
-2

 versus bias plots at three different degradation times are shown 

in Figure 6.6 - Figure 6.10. Two items of interest are visible in the figures. First is the 

large capacitance peak at high forward bias (near 1 V) that is visible from the start in 

the cell with LiF and grows in the remaining cells with increased exposure to air. 

Second is the linear behaviour of the C
-2

 curve under reverse bias for all the cells. In 

the case of the post-annealed cell the linear region isn’t clear until a lengthy exposure 

to air and it is quite noisy initially for the non-annealed and pre-annealed cells.  

 

Figure 6.6. P3HT-only cell at three degradation times. a) CV results. b) The symbols represent 

the C
-2

 versus bias data points. The solid lines show the Mott-Schottky fits.  

 

Figure 6.7. Non-annealed P3HT:PCBM cell at three degradation times. a) CV results. b) The 

symbols represent the C
-2

 versus bias data points. The solid lines show the Mott-Schottky fits. 
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Figure 6.8. Non-annealed P3HT:PCBM cell with a 2 nm layer of LiF at three degradation times. 

a) CV results. b) The symbols represent the C
-2

 versus bias data points. The solid lines show the 

Mott-Schottky fits. 

 

Figure 6.9. Post-annealed P3HT:PCBM cell at three degradation times. a) CV results. b) The 

symbols represent the C
-2

 versus bias data points. The solid line shows the Mott-Schottky fit for 

the longest degradation time. The inset shows an expanded view of the fit. 

 

Figure 6.10. Pre-annealed P3HT:PCBM cell at three degradation times. a) CV results. b) The 

symbols represent the C
-2

 versus bias data points. The solid lines show the Mott-Schottky fits. 

The inset shows an expanded view of the fits. 
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6.2.3.2.1 Excessive Capacitance in Forward Bias 

The first item considered here is the high forward bias capacitance peak that is 

strongly present from the initial measurement in the cell with LiF and gradually 

appears in the remaining cells. Excessive capacitance in forward bias has been 

attributed to the injection of minority carriers in Schottky diodes
64,124

 , p-n junctions
59

, 

and the P3HT/Al Schottky contact
63

 in P3HT:PCBM bulk heterojunction solar cells. 

If however minority carrier injection becomes limited in some manner, the excessive 

capacitance reaches a peak value and can exhibit inductive behaviour
63

. In Schottky 

diodes, one of the effects of high minority carrier injection is a reduced rate of 

minority carrier injection increase due to the minority carrier density becoming 

comparable with the impurity concentration within the neutral region
64

. Another 

mechanism that reduces the minority carrier injection rate is the limited amount of 

minority carriers that can be supplied by the contact
64

.  

In the cells studied here, only the cell fabricated with a LiF layer between the 

P3HT:PCBM and Al electrode shows excessive capacitance under forward bias at the 

initial measurement (before exposure to air). A thin layer of LiF deposited at the 

electron injecting electrode in organic electroluminescent devices has been shown to 

enhance electron injection into the device
224,225,226

. In addition, a thin layer of LiF has 

been shown to act as a hole blocking layer in organic LEDs and bulk heterojunction 

solar cells
227,228,229

. Therefore for the cell with a LiF layer, the LiF enhances electron 

injection into the P3HT:PCBM under forward bias causing the sharp increase in 

capacitance. At the same time, hole extraction at the Al electrode is suppressed by the 

layer of LiF which reduces the inductive effect of majority carrier extraction by the Al 

electrode. Then at sufficient forward bias minority carrier injection becomes limited, 
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possibly due to high minority carrier density or the limitation of the electrode as 

mentioned in the previous paragraph
64

, and the capacitance drops off. 

The excessive capacitance in the remaining cells is apparent only after the cells have 

degraded in air. In this case, exposure to air is expected to create a thin aluminium 

oxide layer between the P3HT:PCBM and Al electrode
63

. Aluminium oxide (Al2O3) 

layers in organic electroluminescent devices and LEDs have been shown to enhance 

minority carrier injection at the aluminium electrode
230,231

. For electroluminescent 

devices made with aluminium tris(8-hydroxyquinoline) (Alq3) such that the interface 

is of the architecture Alq3/Al2O3/Al, the enhanced minority carrier injection due to the 

Al2O3 layer was attributed to a shift in the HOMO level of the Alq3 compared to that 

of a device without the oxide layer (Alq3/Al)
230

. In LEDs based on amino-oxadiazole-

fluorenes (AODF)s with Al2O3/Al cathodes, the increased minority carrier injection 

was concluded to be a result of the Al2O3 layer preventing the generation of carrier 

trapping and singlet exciton quenching centres created by the interaction of AODF 

and Al
231

. Besides enhancing minority carrier injection, Al2O3 has also been reported 

to act as a hole blocking layer in organic LEDs
232

. In the cells studied here without the 

LiF layer, the absence of an excessive capacitance at forward bias (the capacitance is 

actually negative in this case) suggests minority carrier injection is initially very low. 

Without the Al2O3 layer to assist with minority carrier injection, the ability of 

majority carriers to pass into the cathode under sufficient forward bias (flat-band) 

produces an inductive effect that causes the capacitance to drop sharply and go 

negative. As the cells are exposed to air, an Al2O3 layer forms which assists in 

minority carrier (electron) injection and reduces majority carrier (hole) extraction at 

the Al electrode. Now at forward bias the injection of minority carriers causes the 

capacitance to increase
59,63,64

 until the injection again becomes limited and the 
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capacitance decreases. In terms of performance, this is good as long as the Al2O3 layer 

doesn’t become too thick. In organic bulk heterojunction solar cells, the insertion of a 

thin layer of LiF (< 1.5 nm) increased the cell efficiency by over 20%
233,234

. This was 

the result of a significant increase in fill factor. The LiF layer also stabilized the Voc. 

However, at thicknesses above 2 nm the positive effect of the LiF layer was lost due 

to its high resistivity
233

. This is expected to be the case with the formation of an Al2O3 

layer as well (thin layers have a positive effect, but the high resistiviy of thicker layers 

reduces cell performance). At the end of the next section (6.2.3.2.2) a comparison of 

doping density and series resistance is given (Figure 6.13). The series resistance is 

found to increase with air exposure time, with the Al2O3 layer being a likely 

contributor. 

The onset voltage of the capacitance peak, corresponds well to the energy difference 

between the Al electrode and either the P3HT or PCBM LUMO. For the P3HT-only 

cell, the onset occurs near 1 V, which corresponds to the ~1 eV difference in energy 

between the Al electrode and P3HT LUMO level. For the other cells except the post-

annealed cell, the onset occurs near 0.6 V, which corresponds to the 0.6 eV energy 

difference between the Al electrode and the PCBM LUMO level. In this case 

electrons injected into the PCBM actually become majority carriers within the PCBM, 

but the effect is the same. For the post-annealed cell, the capacitance peak never 

becomes fully evident. However, the last measurement in time (shown in Figure 6.9) 

appears to show the peak forming with an onset near 0.6 V.  

The other contact also plays a role in the capacitance peak formation, since the 

presence of the peak was found to be determined by the minority carrier extraction 

resistance at the Ohmic contact
124

 (discussed previously in section 3.7.3.3). Both the 
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P3HT and PCBM LUMO levels are at higher energy levels than the ITO electrode 

suggesting Ohmic extraction of electrons there. However, a hole selective layer of 

PEDOT:PSS
185

 was spin cast on top of the ITO layer for all the cells studied here. 

This then acts as barrier to electron extraction at the ITO electrode and allows the 

capacitance peak to form.  

6.2.3.2.2 Depletion Capacitance Analysis 

Now the reverse bias depletion capacitance is discussed. Initially only the P3HT cell 

and the cell with a LiF layer show a fairly clear linear region in the C
-2

 trace under 

reverse bias. The non-annealed and pre-annealed cells initially appear to exhibit linear 

Schottky regions in the C
-2

 curves as well, but the data is very noisy which could be 

due to low initial doping values. The post-annealed cell however, doesn’t show a clear 

(non-noisy) linear Schottky region until after a lengthy exposure to air (about 95 

hours in this case). This is indicative of very low initial doping followed by slow p-

doping with exposure to air caused by the post-anneal process.  

 In support of this idea for the post-annealed cell, Glatthaar et al. concluded, using 

impedance spectroscopy, that post-processed annealing in the presence of a forward 

bias reduced the doping level in P3HT
235

. However, instead of basing their conclusion 

on the standard impedance measurement technique to directly determine the doping 

density (fitting the linear C
-2

 curve linear region with the Mott-Schottky equation), 

they based their conclusion on a comparison of the impedance spectra of treated and 

untreated cells which is an indirect method to determine the doping level. The 

question arises as to why CV measurements were not shown since these are taken in 

the same manner and with the same equipment as the impedance spectra. Likely this 

is because a clear Schottky region was not visible in the C
-2

 curves for the annealed 
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cell (as in the initial post-annealed cell measurements presented here), but no 

discussion of this is offered in their report
235

. In any event, post-process annealing has 

been shown to increase the crystallinity of P3HT
236,237,238

 and the stability and hence 

lifetime of P3HT:PCBM BHJ solar cells
239

. This provides another reason for the 

extended length of time exposed to air before the post-annealed cell shows clear 

indication of depletion region due to a Schottky barrier at the P3HT/Al interface.  

This leads to question why the pre-annealed cell doesn’t exhibit the same 

characteristics, since it is also annealed and appears to have enhanced stability over 

the non-annealed cells (although not as good as the post-annealed cell) based on the 

time it takes for the excessive capacitance to form. The differences from the 

capacitance measurements are a faster appearance of the excessive capacitance peak, 

the initial appearance of the depletion capacitance (although noisy), and differences in 

Vbi (shown in the next paragraph). Ma et al. showed significant differences existed 

between cells annealed before Al deposition and after Al deposition
240

. The cells 

annealed after depositing Al electrodes showed enhanced efficiency and thermal 

stability compared to the cells annealed prior to depositing the Al electrodes. The 

reason concluded for the better results of the post-annealed cells was a stronger 

interaction between the heterojunction material and the Al, possibly due to Al 

diffusion or chemical reactions leading to stronger contacts and increased contact 

area
240

. Further work in this area has also found Al diffusion into the heterojunction 

material, larger contact area, decreased contact resistance and the prevention of shunt 

pathways for cells annealed after Al electrodes have been deposited compared to 

being annealed prior to depositing the electrodes
241,242,243

. For the pre-annealed cell 

studied here, the weaker bond with Al compared to the post-annealed cell could lead 

to better oxygen penetration and faster degradation.  
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Figure 6.11 shows the Vbi and NA values from fitting the Mott-Schottky equation to 

the depletion capacitance region in the C
-2

 versus bias curves (see section 2.2.3). 

Example fits at different degradation times are shown in Figure 6.6 to Figure 6.10. In 

each of the different cells, NA increases with longer air exposure indicating the 

devices become more p-doped as expected since oxygen is known to p-dope 

P3HT
244,245

. The Vbi on the other hand is not as clear to interpret. Each cell’s Vbi 

increases with increased air exposure up to a time where it drops down a little (the 

drop is not seen in the cell with LiF). A small increase might be expected since 

increased doping would shift the Fermi level and therefore the amount of band 

bending. However, the increases in Vbi seen here are too large to be due to solely to a 

shift in the Fermi level. For example, the Vbi of the cell with LiF increases to nearly 

3 V and the P3HT bandgap is less than 2 eV. Also, many of the linear regions become 

distorted after long exposure to air.  

 

Figure 6.11. Built-in bias (a) and doping density (b) as functions of air exposure time. 

The unexpectedly high Vbi could come from very slow deep-level thermalization of 

acceptor states which shift the entire CV and C
-2

 plots along the bias axis
54

 or fixed 

charges at the interface which also shift the curves along the bias axis
246

. If the Al3O2 

layer becomes thick enough, it could act as a thin insulator with a capacitance that 
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shifts the Vbi to higher values and also distort the linear C
-2

 curve (similar to the 

effects described in section 3.7.3.2 that were observed in the colloidal quantum dots 

solar cells) if its capacitance is large enough
54

. It has been reported that C60 can 

become n-doped and form a Schottky barrier with Al
247

, which might suggest the 

same could happen with PCBM leading to more problems interpreting the Schottky 

results here. However, the description of the CV curve given in the C60 paper states 

the geometric capacitance was observed in reverse bias and only a very limited linear 

region in forward bias was seen in the C
-2

 curve
247

. This description leads one to 

question the validity of their results and not much weight is given to it here. The point 

is that many things can influence the Mott-Schottky analysis results to give inaccurate 

results. 

Mott-Schottky analysis on organic solar cells also produces varied results based on 

the modulation frequency which affects both the Vbi and NA results
248

. Since P3HT 

responds slowly to the applied signal, low frequency measurements have been applied 

to achieve the most accurate results
56

. However, there are still differences in reported 

Mott-Schottky analysis results and techniques. For example, one of the leading groups 

performing impedance analysis on polymer solar cells reported a Vbi of 0.43 V using a 

modulation frequency of 100 Hz on a P3HT:PCBM cell that was annealed before 

depositing the Al electrode
63

. Their C
-2

 curve showed a clear linear region in the 

reverse bias regime indicating the presence of a Schottky junction. However, when 

the same group performed the analysis on a P3HT:PCBM cell that was annealed after 

depositing the Al electrode, their C
-2

 curves showed a linear region only in low 

forward bias and not in reverse bias which was taken to mean the device was fully 

depleted at 0 V bias
56

. However, using their reported Vbi (near 0.4 V) and NA values in 

equation (1.3) results in a depletion width of ~80 nm and their reported P3HT:PCBM 
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thickness was 150 nm. Finally, the same group again presented Mott-Schottky 

analysis on a P3HT:PCBM cell (in this case there was no annealing step mentioned), 

but this time the modulation frequency they used was 1 kHz
249

. This produced similar 

Vbi (0.36 V) and NA values to their other reports, but again the linear region was only 

seen in the forward bias regime. An immediate question that comes to mind is why 

the larger modulation frequency was used and why it produced the same results. As 

an example of the frequency dependence from the tests reported here, Figure 6.12 

shows how much Vbi and NA vary as the probing frequency is increased. The data is 

for the P3HT-only cell after being exposed to air for 140 minutes. Another question is 

why the Schottky region was seen only in forward bias for some cells when the 

calculated depletion width was only about half of the reported thickness, although this 

could be due to one of the reasons listed in the previous paragraph to account for the 

large Vbi. 

 

Figure 6.12. Frequency dependence of Vbi and NA in the P3HT-only cell. This measurement was 

taken after 140 minutes exposure to air. 
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Previous degradation tests analyzed by Mott-Schottky analysis concluded that no 

Schottky characteristics were visible in the initial state, but after two hours exposed to 

oxygen while under illumination, the capacitance exhibited depletion characteristics 

in reverse bias enabling fitting of the data by the Mott-Schottky equation (equation 

(2.17))
200

. Exposure to oxygen while the device was illuminated was found to 

accelerate the degradation process. There are a couple items that make direct 

comparison to the work here difficult. First is the geometry. The cells tested in 

reference 200 used an inverted architecture of the structure ITO/organic hole blocking 

layer/P3HT:PCBM/PEDOT:PSS/Ag grid. The other problem is they used a 

modulation frequency of 10 kHz which will shift the Vbi to higher values and the NA to 

lower values (see Figure 6.12). For example, they found Vbi = ~0.8 V and NA = 

~7 x 10
17

 cm
-3

 after two hours of degradation
200

. A better comparison is the trend in 

NA between their results and the results presented here. In both cases exposure to 

oxygen increased the doping density. They don’t report the trend in Vbi. However, the 

two C
-2

 curves they show at different degradation times have significantly different 

Vbi, suggesting the difficulties with Vbi mentioned here. 

The final set of data presented here is a comparison of the series resistance and doping 

density trends of each cell, except the cell with LiF since that cell only had two series 

resistance data points. Figure 6.13 shows a correlation between the two values for 

each cell. With increased doping, the series resistance might be expected to decrease 

due to better conductivity. However, the irreversible degradation that results from the 

formation of carbonyl groups creates charge-carrier traps
197,198

 that can increase Rs. 

Also, the formation of an Al3O2 layer can increase Rs. These latter two factors appear 

to outweigh any potential conductivity increase due to increased doping. 
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Figure 6.13. Comparison of the series resistance and doping density for each cell as a function of 

air exposure time. a) P3HT-only. b) P3HT:PCBM not annealed. c) P3HT:PCBM post annealed. 

d) P3HT:PCBM pre annealed. 

6.2.4 Organic Solar Cell Degradation Conclusions 

Capacitance measurements over extended time periods proved to be a useful method 

for investigating the P3HT/Al and P3HT:PCBM/Al interface as the cells degraded 

with exposure to air. An excessive capacitance peak was seen to form with prolonged 

air exposure (in the cell with LiF it existed from the initial measurement). Based on 

previous literature
63,64,124

, the peak was attributed to minority carrier injection. Both 

LiF and Al2O3 have been shown to enhance minority carrier injection in organic 

electroluminescent devices
224,225,226,230,231

 and act as hole blocking layers
227,228,229,232

. 

In the cells studied here, this explains the mechanism for the excessive capacitance 

under forward bias. The formation the Al2O3 layer also explains the initial increase in 
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Voc with exposure to air that is observed in all the cells without LiF by forming a hole 

blocking layer which reduces shunt pathways. 

Mott-Schottky analysis on the reverse bias capacitance demonstrated the formation of 

a Schottky barrier at the Al interface. However, clear evidence of a Schottky region in 

the post-annealed cell under reverse bias was only observed after extended exposure 

to air, indicating increased stability due to thermal annealing. This is also seen by the 

slower Jsc degradation in the post-annealed cell. The doping density was found to 

increase with increased air exposure for each cell as expected, but the built in bias was 

more difficult to interpret. The formation of the Al3O2 hole blocking layer may create 

a junction capacitance that can distort the Mott-Schottky curve and shift the built in 

bias to higher values
54,221

. 

The importance of annealing after aluminium deposition as opposed to before 

aluminium deposition was also made evident. The Voc for the pre-annealed cell was 

more than 0.2 V less than for the post-annealed cell. Exposure to air increased the Voc 

for each cell, but for the pre-annealed cell it never surpassed 0.4 V whereas the post-

annealed cell had a Voc greater than 0.6 V. In contrast, the non-annealed cell started 

with a very low Voc, but increased to the same Voc as the post-annealed cell. Therefore 

it is concluded that a reduction of shunt pathways is not the only aspect that needs to 

be addressed to increase the Voc. Possible reasons for the decreased Voc in the pre-

annealed cell are different crystal orientations and P3HT:PCBM crystal overgrowth 

due annealing without the metal electrode cap
242,222,223

.  

6.2.5 Future Work in Organic Solar Cell Degradation 

The first area for future work could be to compare these results with an annealed 

P3HT-only and an annealed LiF cell. Stability comparisons of annealed versus non-
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annealed P3HT devices would be interesting to compare with annealed and non-

annealed P3HT:PCBM cells. PCBM has been shown to decrease the degradation rate 

of MDMO-PPV when added to the polymer
213,250

. Under the assumption that PCBM 

also reduces the degradation rate of P3HT, a comparison of the reduction in 

degradation rate due to annealing and due to the addition of PCBM could be 

investigated. 

Another item for study is to perform CV degradation measurements on P3HT and 

P3HT:PCBM cells that have electrodes of different work functions. According to the 

ideas presented in this section, the onset of the excessive capacitance peak should 

shift in bias value to match the difference between the electrode work function and 

P3HT or PCBM LUMO level. In that same regard, cells constructed without the 

PEDOT:PSS electron blocking layer are of interest to see whether the excessive 

capacitance peak can be eliminated by enabling electron extraction at the ITO 

electrode. During these tests, possible Fermi level pinning would need to be 

considered since that could affect the energy level differences. 

Collaboration work with students working on barrier layers would be a good 

partnership. CV measurements conducted on cells that have a barrier layer could 

show the amount of doping change that takes place as the cell sits in air. This in turn 

yields information about how the barrier performs when actually applied to a solar 

cell.  
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6.3 Comparison of Thermally Evaporated Sexithiophene and 

Polythiophene 

6.3.1 Thermally Evaporated Thiophene Introduction 

Vacuum thermally evaporated materials are relatively easy to deposit in parallel and 

sequential applications, enabling complex multilayered structures to be fabricated
251

. 

On the other hand, solution processed materials require orthogonal solvents for each 

layer since using non-orthogonal solvents damages the previously deposited 

material
192

, resulting in less complex architectures. The application of vacuum 

processing to large molecular weight organic material however is challenging and 

generally results in decreased molecular weight and changes to the local 

chemistry
252,253

. Recently though, P3HT was shown to be vacuum processable and 

still maintain most of its original chemical composition and structure
254

. In this 

context, a study of two vacuum processed organic thiophenes of different molecular 

weight is presented in this section. Polythiophene, Pth, was chosen for the large 

molecule and sexithiophene, 6T, for the small molecule.  

The work presented in this section was done in collaboration with a fellow DPhil 

student, Peter Kovacik. Peter completed all the device fabrication (section 6.3.2) and 

the author performed all the device testing and analysis presented here. 

6.3.2 Thiophene Solar Cell Fabrication 

ITO coated glass substrates were cleaned, PEDOT:PSS was spin cast, and the 

substrates were annealed as described in section 6.2.2. Following this, a 35 nm layer 

of thiophene and 100 nm layer of C60 were sequentially deposited by thermal vacuum 

evaporation. Finally, a 90 nm Al electrode was evaporated through a shadow mask. 



153 

The cells were stored and tested in a nitrogen environment. A more detailed 

description of the device fabrication and materials property analysis is given in 

references 251 and 255. 

6.3.3 Evaporated Thiophene Results and Discussion 

Bilayer solar cells of C60 and a thiophene (either Pth or 6T) were compared. For each 

thiophene material, annealed and non-annealed variations were studied. There was 

also one device fabricated of pristine 6T (no C60) which was not annealed. The results 

begin with a discussion of which material interface is being probed by CV 

measurements in Section 6.3.3.1. Following that in section 6.3.3.2, the CV and JV 

results are presented and discussed. 

6.3.3.1 Determining the Depletion Capacitance Interface 

Figure 6.14 shows the cell architecture of each cell used in this study except the 

pristine 6T cell. For that cell there is no C60 layer.  

 

Figure 6.14. a) Three solar cells (termed pixel cells) per substrate are determined by the ITO and 

Al overlap. b) The solar cell layer structure. 

Much of the analysis later in this section is a Mott-Schottky analysis which relies on 

bias-dependent depletion capacitance. In the degradation study presented in chapter 0, 

the depletion capacitance is a result of the Schottky junction formation between the 
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polymer and Al electrode. However, with the exception of the pristine 6T cell, the 

cells studied in this section do not have a thiophene/Al interface to create such a 

junction. Figure 6.17 in the next section does show good evidence of a depletion 

capacitance though. The question then arises as to what junction is responsible for the 

depletion capacitance. The three possibilities are the C60/Al, C60/thiophene, and 

thiophene/ITO interfaces. 

The pristine 6T CV results in Figure 6.15a shows that the depletion capacitance does 

not occur at the thiophene/ITO interface (at least for the 6T cells) since the 

capacitance is relatively constant with applied bias until ~1.5 V where it then starts to 

increase. The corresponding C
-2

 curve is shown in Figure 6.15b and displays no 

evidence of a linear region to fit the Mott-Schottky curve (see section 2.2.3). In other 

words, no bias-dependent depletion capacitance evidence is seen in the range of -2 V 

to 1.5 V. However, the depletion capacitance in the bilayer cells (Figure 6.17) is 

observed from small negative to small positive voltages. The increase in capacitance 

near 1.5 V in the pristine 6T cell corresponds to the diode turn-on voltage (Figure 

6.15a) and is most likely caused by injection of minority charge carriers at the diode 

turn-on voltage. The CV results also imply that no Schottky junction is formed at the 

6T/Al interface. In previous studies on ITO/6T/Al cells, Kouki et al. argued that the 

most likely model for this system is a metal-insulator-metal structure rather than a 

Schottky junction at the 6T/Al interface due to the low thickness and carrier 

concentration of the 6T film
256

. The metal-insulator-metal model would explain the 

results seen here. 

That leaves either the C60/Al or C60/thiophene interfaces to form the depletion 

capacitance observed in the thiophene/C60 cells. Forward bias for the cells was 
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connected such that the positive bias was connected to the ITO electrode. In this 

configuration, Figure 6.16 shows a rectification ratio greater than one for positive 

biases compared to negative biases in each of the different cells.  Now, if C60 formed 

a Schottky contact with Al, the C60 is expected to be an n-type semiconductor since it 

is an electron transporter. Therefore, forward bias would require a positive bias 

applied to the Al electrode, in opposition to what was observed here.  

That leaves the C60/thiophene interface. If a p-n junction formed at this interface with 

the thiophene p-type and C60 n-type as expected, the forward bias configuration 

(positive bias connected to ITO electrode) matches what is observed in the JV curves. 

Therefore, the most likely interface for the observed depletion capacitance is at the 

C60/thiophene interface.  

 

Figure 6.15. 6T-only CV (a) and C
-2

 (b) results. The dark JV curve is included in (a) to show the 

correspondence between the increase in capacitance and the diode turn-on voltage. 

The JV curves for the pristine 6T in Figure 6.16 exhibit a diode turn-on voltage near 

1.5 V. In previous reports this has been shown to be near 1.2 V
256

 which corresponds 

to the difference in energy difference between the Al work function and 6T LUMO 

level
257

. The larger than expected turn-on voltage seen here requires further 

investigation, but is expected to correspond to the energy level differences as well. 
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Injection of minority carriers at the diode turn-on voltage near 1.5 V is the likely 

cause of the capacitance increase in Figure 6.15a. 

 

Figure 6.16. Dark JV curves for Pth:C60 (a) and 6T:C60 (b) before and after thermal annealing. 

Also included in (b) is the dark JV curve for the pristine 6T cell. The marked points show the 

current density at symmetric biases around zero bias. Each cell has a rectification ration greater 

than one. 

6.3.3.2 CV and JV Analysis 

Sample CV and C
-2

 versus bias curves are shown in Figure 6.17 for both the 6T and 

Pth cells. In both cells annealing affects the forward bias capacitance. Prior to 

annealing, the capacitance increases rapidly in forward bias without a subsequent 

drop. However, after annealing the capacitance of both cells drops sharply in forward 

bias displaying inductive behaviour. In the Pth cell an excessive capacitance peak is 

seen after annealing while in the 6T cell the capacitance drops without first showing 

the excessive capacitance peak  

Before annealing, the excessive capacitance is likely due to the injection of minority 

carriers
59,63

. After annealing there are a couple of possibilities. Either minority carrier 

injection becomes limited
63,64

, or the carriers are more easily extracted at the opposite 

contact
124

. Further investigation is needed to determine the exact cause of the change 

in CV behaviour. 
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Figure 6.17. CV and C
-2

 curves for the 6T and Pth cells. a) Not-annealed CV. b) Annealed CV. c) 

Not annealed C
-2

. d) Annealed C
-2

. 

Mott-Schottky analysis of the C
-2

 curves show different trends between the non-

annealed and annealed cells for the two different materials. For the Pth cell, annealing 

causes a decrease in Vbi and NA, whereas annealing causes an increase in Vbi and NA 

for the 6T cell. This was unexpected, but analysis of the Voc for non-annealed and 

annealed cells showed similar trends for each cell as depicted in Figure 6.18a. The Voc 

increase of the 6T cell is not that dramatic, but this could be due to Fermi level 

pinning which has been shown to limit the Voc is organic solar cells
258,259,260,261

. The 

trend in NA is the same as that for Vbi in each cell as depicted in Figure 6.18b. 

It is difficult at this stage to determine the exact reason for the different Vbi and Voc 

trends between the two materials. However, the thiophene crystallization may play an 

important role. 6T is a relatively small molecule compared to Pth causing it to 

crystallize and aggregate easily
257,262

. Annealing Pth increases its crystallinity and 
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improves the coherence length within crystal regions, indicating growth of the 

polymer chain
263

. The P3HT crystal alignment in solution processed P3HT:PCBM 

bulk-heterojunction cells has been suggested as a reason for the Voc differences 

between cells annealed before and cells annealed after Al electrode deposition
242

 as 

mentioned in section 6.2.3.1. A similar phenomenon could be happening here, causing 

one cell to increase in Voc after annealing and the other to decrease. 

 

Figure 6.18. a) Vbi and Voc trend comparison between the 6T and Pth cells before and after 

thermal annealing. b) NA trend comparison between the 6T and Pth cells before and after 

annealing. 

The parasitic resistances shown in Figure 6.19 show shunt resistances changes with 

annealing that correspond to the direction of change in the respective Voc values.  

 

Figure 6.19. Series and shunt resistances before (red) and after (blue) annealing for 6T in (a) and 

Pth in (b).  
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This suggests another possible explanation for the change in Voc upon annealing 

which is due to the removal (in the 6T case) and formation (in the Pth case) of shunt 

pathways. However, it should be noted that the standard deviation between post 

annealed 6T cells is very high.   

Added for comparison to Rs is the effect of annealing on Jsc shown in Figure 6.20. For 

the 6T cells the decrease in Rs correlates with the increase in Jsc. However, this is not 

the case for the Pth cells. The Jsc measurements were not very consistent between cell 

samples for either material, as evidenced by the large standard deviations. Further 

trials need to be accomplished before any conclusions can be made in this regard.  

 

Figure 6.20. Short circuit current before (red) and after (blue) annealing for 6T and Pth cells.  

6.3.4 Thermally Evaporated Thiophene Conclusions 

The work performed in this section is in the preliminary stages. However, there are a 

couple interesting results that could prove to be fruitful and also suggest the 

importance of CV measurements in these cells. The first is the decrease in Vbi, NA, and 

Voc for the Pth cell upon annealing compared to an increase in the parameters for the 

6T cell. Definitive reasons for this behaviour are not possible yet, but a good 

possibility is the differences in crystallisation on annealing between small molecules 



160 

(6T) and larger molecules (Pth). It is these differences which make the evaporation of 

polymeric materials of potential interest for bulk heterojunction cells.  

Another interesting outcome is the possibility of probing the C60/thiophene interface 

using bias-dependent capacitance measurements. In solution processed bulk-

heterojunction cells, bias-dependent capacitance measurements probe the Schottky 

junction formed at the polymer/Al interface instead of the polymer/fullerene 

interface
56,63

. Evaporating bilayers may provide a method to probe the C60/thiophene 

junction, which is of interest since this is where exited electron-hole pairs should be 

separated. However, more work needs to be accomplished in order to confirm this.  

6.3.5 Future Work in Evaporated Thiophene Solar Cells 

Further investigation into the depletion capacitance is very interesting due to the 

possibility of probing the C60/thiophene interface. Evaporation of a thin layer of 

intrinsic semiconductor between the two materials could change the junction 

characteristics to p-i-n which might be detectable with CV measurements. Also, 

evaporating a thin layer of 6T between the C60 and Pth should change the junction 

characteristics and be detectable with CV measurements. These tests could help 

determine whether the depletion capacitance is truly from the C60/thiophene interface. 

In addition, changing the metal electrode to one with a different work function should 

give further evidence to the origin of the depletion capacitance. If no change is 

noticed, this would support the depletion capacitance coming from the C60/thiophene 

interface.  

Finally, more study of the effects of annealing on the CV measurements should be 

conducted. A comparison of non-annealed and annealed pristine Pth and pristine 6T 

should be added. Other iterations to try are annealing prior to Al deposition and after 
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Al deposition for the pristine and bilayer cells. In solution processed organic cells, 

annealing with and without the Al electrode deposited has been shown to affect 

material segregation, crystal orientation, and crystal overgrowth
242,28,222

. Annealing 

with and without the Al electrode in a bilayer configuration would help in 

understanding any interaction between C60 and Al during annealing.  

6.4 Conclusion 

Capacitance-voltage measurements proved to be a good tool for analysing the 

P3HT/Al interface during degradation in air. Analysis of the excessive forward 

capacitance between the different cell architectures combined with the initial increase 

in Voc during degradation demonstrated the formation of an Al2O3 layer that aids in 

electron injection and acts as a hole blocking layer. In the thermally evaporated 

thiophenes, capacitance measurements look promising as a method to investigate the 

thiophene/C60 interface. 
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Chapter 6 

Conclusion and Future Work 

7 Conclusion and Future Work. 

7.1 Conclusion 

Material and solar cell system specific conclusions are included in the respective 

chapters (3.8, 5.1.2, 5.2.3, 6.2.4, 6.3.4). Given here is a broad assessment of the 

electrical characterisation techniques used in this thesis and described in chapter 2. 

Efficiency drives the advancement of solar PV. The basic metric for solar cell quality 

is current–voltage measurements under illumination. The advancement of efficiency 

does not come from a series of efficiency measurements alone, but from 

understanding the mechanisms that affect efficiency. Using a combination of AC and 

DC electrical characterisation techniques, this thesis generates a deeper understanding 

of the optoelectronic processes within the cell and hopefully can be used to guide 

future cell improvements.  

Material conductivity is reflected in the series resistance and becomes especially 

important at high current densities where its effect on performance is more 

pronounced. Determining Rs from the inverse slope of the illuminated JV curve at Voc 

then sheds light on material or barrier layers that reduce cell performance. For 
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example, in the CQD cells Rs was found to decrease after UV photodoping, 

confirming the increased conductivity of the ZnO QDs. On the other hand, Rs of the 

P3HT:PCBM cells was found to increase with increased exposure to air, indicating 

the formation of an Al2O3 layer at the P3HT:PCBM/Al interface.  

The reverse saturation current describes the amount of recombination within a cell 

which in turn limits the Voc. Both J0 and n can be determined by fitting the diode 

equation to the dark JV curve. In the In(Ga)As QD cells, J0 demonstrated increased 

recombination with the addition of QDs and a further increase when defects were 

formed. Charge transport is different in QDs than in a bulk semiconductor due to 

quantum confinement. Temperature dependent Jsc measurements on the In(Ga)As QD 

cells showed that when defects were allowed to propagate through the QD system, 

more charges were extracted from the QDs. Another example of how temperature 

dependent measurements extend the JV capabilities is the temperature dependent Voc 

behaviour of the CQD cells indicating the presence of injection barriers which were 

not detectable with a single temperature measurement. 

Photocurrent measured under monochromatic illumination describes how a material 

responds to different photon energies. The performance difference between the 

In(Ga)As QD and QD with defects cells demonstrates the negative impact of defects. 

However, the purpose of adding QDs to the solar cell is to harvest sub-bandgap 

photons, and in this regime EQE measurements tell a different story. Due to the 

wavelength specific photocurrent from EQE measurements, the superior sub-bandgap 

performance of the defect cell was found. In the case of the CQD cells, the PbS/ZnO 

junction mechanism impacts the useable absorber material thickness. By examining 

the evolution of the peak EQE value extending back to shorter wavelengths as a 
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function of UV photodoping, a transition from excitonic behaviour to p-n behaviour 

of the PbS/ZnO heterojunction with increased photodoping was made known. This 

highlighted the importance of photodoping not only to increase the ZnO conductivity, 

but also to increase the exciton harvesting regime.  

The built-in bias quantifies the barrier height at a Schottky or p-n junction. Fitting the 

Mott-Schottky equation to the linear portion of the C
-2

 versus bias curve yields both 

Vbi and NA. In dilute nitride cells that have undergone rapid thermal annealing at 910 

0
C, the large frequency dependence of Vbi and NA compared to that of cells annealed at 

825 and 875 
0
C indicated defects were induced in the material due to the higher 

annealing temperature. Even though high temperature annealing produced a larger 

depletion width, the advantage was offset by the detrimental impact of induced 

defects. The Mott-Schottky analysis was straight forward for the GaAs based cells. 

However, the CV results for the CQD cells were more complex. Based on injection 

barriers determined by temperature dependent JV and CV analysis, an equivalent 

circuit model incorporating the depletion capacitance with a constant capacitance was 

able to describe the CQD CV measurements, demonstrating a transition from 

excitonic to p-n junction behaviour with UV photodoping. CV measurements showed 

increased p-doping of P3HT with exposure to air, which demonstrated that oxygen 

diffuses into the material and explains how the Al2O3 layer forms at the P3HT/Al 

interface. 

Analysis of the impedance spectrum with an equivalent circuit leads to carrier 

lifetimes. In the dilute nitride cells, the lower carrier lifetime of the 910 
0
C annealed 

cell coupled with qualitative evidence based on the shape of the impedance Nyquist 

plot supported the conclusion from the frequency dependent CV parameters that the 
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higher temperature annealing induced defects into the material. The negative effect of 

the defects prevented any increase in efficiency that might come from a larger 

depletion region.  

The electrical characterisation techniques employed in this thesis go beyond the 

standard efficiency measurements, but have the ultimate goal of improving solar cell 

performance. A better understanding of the operating mechanisms involved and their 

contribution to cell performance is needed to continue enhancing solar cell efficiency. 

The techniques presented here are tools that provide this understanding, directing the 

path to better solar cells.  

 

7.2 Future Work 

As in the conclusions, material and solar cell system specific future work is presented 

in each chapter. This section focuses on the experimental techniques used in this 

thesis and complimentary techniques that can be added. 

First, the impedance analysis should be extended to the polymer degradation study 

using an equivalent circuit that incorporates the full transmission line element to 

determine minority carrier lifetime and mobility as a function of air exposure time. 

Further extension of the impedance analysis should be accomplished using the 

differential susceptance, similar to that done in polymer LEDs to simultaneously 

determine the hole and electron mobilities
264,265,266

. Charge carrier mobility is a metric 

of how well charges are transported through the material. Understanding how this is 

affected by material degradation provides insight into the degradation mechanisms 
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which guides research to mitigate the degradation and has the potential to be used as a 

metrology method in production environments. 

Internal quantum efficiency should be determined in addition to external quantum 

efficiency by adding absorption measurements to the suite of characterisations. Once 

this has been accomplished, poor performance can be attributed to either low 

absorption or poor electrical characteristics. This provides direction towards 

understanding the mechanisms that limit the cell’s overall performance.  

Further experimental techniques that have been setup by the author, but were not used 

due to time restraints, should be added to the analysis suite. The first is charge 

extraction by linearly increasing voltage, which produces the carrier mobility and 

material dielectric constant
267

. The second is transient current decay using time of 

flight, which also gives carrier mobility
267

. The combination of carrier lifetime and 

mobility determines the best material thickness for electrical performance. This can 

then be balanced with the thickness needed for optimal photon absorption to convert 

the most photons into useable electricity.  

Finally, a Voc decay experiment
268

, which yields carrier lifetime, should be built using 

the time of flight equipment. This would be a straight forward extension to an existing 

experimental setup. Lifetime is a key element in balancing material thickness (as 

previously stated) for optimum performance.  

All but one of the areas of work are either extensions to an existing measurement 

system or utilization of an existing (but currently unused) system.  These straight 

forward additions to the suite of electrical characterisations will provide added 

confidence to parameters determined by a single method and support any weaknesses 

in a given technique. Taken together with the existing methods, even further 
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understanding of the electro-optical mechanisms within a solar cell can be gained 

leading to enhanced solar cells. 
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