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Abstract

A study of three novel solar cells is presented, all of which incorporate a low-dimensional quantum

confined component in a bid to enhance device performance.

Firstly, intermediate band solar cells (IBSCs) based on InAs quantum dots (QDs) in a GaAs p-i-n
structure are studied. The aim is to isolate the InAs QDs from the GaAs conduction band by
surrounding them with wider band gap aluminium arsenide. An increase in open circuit voltage (Vo)
and decrease in short circuit current (Js) is observed, causing an overall increase in power
conversion efficiency. Dark current - voltage measurements show that the increase in Vo is due to
reduced recombination. Electroreflectance and external quantum efficiency measurements attribute
the decrease in Js. primarily to a reduction in InGaAs states between the InAs QD and GaAs which act

as an extraction pathway for charges in the control device.

A colloidal quantum dot (CQD) bulk heterojunction (BHJ) solar cell composed of a blend of PbS CQDs
and ZnO nanoparticles is examined next. The aim of the BHJ is to increase charge separation by
increasing the heterojunction interface. Different concentration ratios of each phase are tested and
show no change in J., due primarily to poor overall charge transport in the blend. Voc increases for a

30 wt% ZnO blend, and this is attributed largely to a reduction in shunt resistance in the BHJ devices.

Finally, graphene is compared to indium tin oxide (ITO) as an alternative transparent electrode in
squaraine/ Cy solar cells. Due to graphene’s high transparency, graphene devices have enhanced J,;
however, its poor sheet resistance increases the series resistance through the device, leading to a
poorer fill factor. Voc is raised by using MoOs as a hole blocking layer. Absorption in the squaraine
layer is found to be more conducive to current extraction than in the C;q layer. This is due to better
matching of exciton diffusion length and layer thickness in the squaraine and to the minority carrier

blocking layer adjacent to the squaraine being more effective than the one adjacent to the Cyq.
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1. Introduction

1.1 Photovoltaics motivation

This thesis investigates quantum nano-materials in a range of solar photovoltaic (PV) devices,
focussing on ways of improving device efficiency. PV devices (or ‘solar cells’) are made from
semiconductors which convert sunlight into electricity. With energy from sunlight exceeding global
electrical energy consumption by a factor of 60,000, PV has great promise in satisfying the world’s
electricity demand. At present, 71 % of electricity is generated by fossil fuels® but with
reserve/production ratios of most fossil fuels decreasing” and CO, emissions from fossil fuels being
the main contributor to climate changes, it is crucial to develop cleaner, renewable sources of

energy.

Despite this, the fraction of the world’s electricity that is generated by solar power is less than
0.5%". What is hindering its deployment is the high cost compared to other energy sources®. Thus
the goal in this field is to create solar devices with an overall low cost per watt of power. Chapter 4
of this thesis examines high efficiency7, but high cost?, solar cells made from 11I-V materials, with a
GaAs base. Chapters 5 and 6 of this thesis study colloidal quantum dot and organic solar cells which

. . 7 . —11
have a lower efficiency”® but compensate with a low cost®*°.

Each device studied benefits from the advantages of a low-dimensional component. Decreasing the
number of dimensions decreases the density of energy states in a material'’. This means the gap

11,12

between the conduction band and valence band (the ‘band gap’) can change "¢, a property utilised

in devices in chapters 4 and 5, which use zero-dimensional quantum dots as photon absorbers.

Chapter 6 uses graphene as the electrode of a solar cell, where charge transport is confined to the

two dimensions of the graphene sheet. This renders it more likely that charge carriers will not



scatter during transport, which is termed ballistic travel™. In this case, carrier transport is just limited
by the band structure. The 2D nature of graphene results in an interesting band structure, which, as

will be seen in the section 2.4, renders charge carriers highly mobile.

In each study the systems have been modified from current standards, in an effort to improve solar
cell power output. This chapter will go on to explain the physics of solar cell structures and, with this

knowledge at its base, chapter 2 will examine the challenges faced in the photovoltaics industry.

1.2 Solar cell fundamentals

1.2.1 Photon absorption

Semiconductors can absorb photons that have at least the energy of the semiconductor band gap

(Eg) (figure 1-1). The energy of the photon promotes an electron from the valence band to the

conduction band, creating an electron-hole pair.

@ Conduction band

Energy

6. 6060000

Valence band

Figure 1-1: Absorption of a photon (yellow arrow) with energy, E, greater than the energy of the semiconductor band
gap, E;. This promotes an electron (white circle) from the conduction band to the valence band, leaving a positively
charged ‘hole’ (black circle) in the valence band.



The thickness (x) and absorption coefficient (@) of a material determine how much light is absorbed,

according to the Beer-Lambert law'* (equation 1-1):

I(x) =1(0)e™**

Equation 1-1

where I1(0) is the input light intensity and I(x) is the intensity of light transmitted through the

sample.

The absorption coefficient is inversely proportional to the wavelength of light'*, meaning that longer
wavelengths are absorbed less than shorter wavelengths. In principle this results in shorter
wavelengths being fully absorbed at the front of a material with longer wavelengths needing to pass

through a greater depth of material for complete absorption.

1.2.2 Charge separation

Once an electron-hole pair is created, a driving force is needed to separate the opposite charges. For
the cells in this thesis, this driving force is the electric field created at a junction between
semiconductors of different doping or energy levels. An electric field will always drive electrons in

one direction and holes in the other direction.

There exists more than one type of junction, with the p-n junction and p-i-n junction being the most
common for inorganic crystalline solar cells and the excitonic junction used in molecular organic

1
solar cells™.



1.2.2.1 p-njunction

A p-n junction is a junction between a p-doped material and an n-doped material. If the two

materials are the same, then the junction is called a p-n homojunction. If, instead, the materials are

different, it is called a p-n heterojunction.

When the materials come into contact, the majority

carriers - holes from the p-doped side and electrons from the n-doped side - diffuse across the

junction and recombine. This leaves negatively-charged ions at the edge of the p-type region and

positively charged ions in the n-type region (figure 1-2A). The electric field created as a result of

these ions opposes the diffusion of holes from the p-type region and electrons from the n-type

region (i.e. impedes the flow of majority carriers across the junction) and eventually equilibrium is

reached and the Fermi levels of both sides align (figure 1-2B).
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Figure 1-2: The formation of a p-n junction A: The diffusion of charge carriers when p-doped and n-doped materials are
put in contact, which leads to the formation of an electric field. B: band diagram of the p-n structure with the depletion

region shown. C: Operation of the p-n junction when illuminated.



The region of charged ions is known as the space charge region, or depletion region, as it is devoid of
free charge carriers. Photogenerated electrons in this region will drift towards the n-doped side and
photogenerated holes will drift towards the p-doped side, as a consequence of the built-in electric

field.

1.2.2.2 The depletion width

The width of the depletion region depends on the relative doping either side of the junction. The
equilibrium condition — when the Fermi levels align — can only be reached when the charge on each
side is balanced. Thus if, for example, the n-doped side is less heavily doped than the p-doped side, a
greater depth of the n-doped side must be depleted of free carriers before it matches the depleted

area in the p-doped side. This is illustrated in figure 1-3.
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Figure 1-3: The spatial distribution of the depletion region in a p-n junction when the materials are A: equally doped and
B: when the n-doped size is less heavily doped than the p-doped side.



1.2.2.3 The solar cell as a diode

The p-n junction is effectively a diode. Applying a reverse bias across the solar cell increases the
barrier height, preventing majority carrier flow. Applying a forward bias across the solar cell
decreases the barrier height, so electrons from the n-doped side and holes from the p-doped side
can more easily traverse the junction. As barrier height decreases, majority carrier flow increases in
an exponential manner. This scenario is described by the diode equation (equation 1-2), with Jya«
being the current density that flows when the cell is not illuminated, Jo being the reverse saturation
current, g being the charge on an electron, V being the applied voltage, kg being Boltzmann’s
constant and T being the temperature. The reverse saturation current is the small, bias-independent

current that flows due to the diffusion of minority carriers across the junction™.

v
Jaark = Jo (ekBT -1

Equation 1-2

Under illumination, the photogenerated current density (Jon) must be added to this equation, so the

complete equation for an ideal solar cell is shown in equation 1-3:

qv_
J =Jpn +Jo (e*T — 1)

Equation 1-3

This equation follows the sign convention of negative photocurrent and positive dark current.

1.2.2.4 p-i-n junction

If a layer of intrinsic material is sandwiched between the p-doped and n-doped materials then a
depletion region is still created as a result of the p-doping and n-doping and the potential difference
generated is the same as that of the p-n junction. However the intrinsic region has a much lower
free carrier concentration than the p- and n-doped sides, so the potential difference is dropped

6



across the whole of the intrinsic region. This extension of the depletion region can be favourable to
the p-n junction if charges in the absorber material have poor mobility as, in the p-i-n design, the

extended electric field will aid their drift to the far edges of the junction®’.

As will be seen in chapter 4, some solar cell architectures incorporate secondary absorber materials
into the junction, in which case, being able to widen the depletion region to encompass these

structures is a great benefit.

1.2.2.5 Excitonic junction

The internal electric fields at p-n and p-i-n junctions are not sufficient to separate charges in all
materials. Within some molecular semiconductors, very tightly bound electron-hole pairs form upon
photon absorption®. Such an electron-hole pair is called a Frenkel exciton, in which the electron and
hole are Coulombically-bound over the distance of one molecule®. The field in a p-n or p-i-n junction
is usually too weak to split a Frenkel exciton; these excitons will only dissociate into a separate
electron and hole when they reach an interface of two materials with a larger energy offset than the
exciton binding energy (Ey)*. Thus one material will act as an electron donor and the other as an

electron acceptor. A schematic of the junction is shown in figure 1-4.

The Coulomb energy that binds the excitons is inversely proportional to the square of the dielectric
constant of the semiconductor'®, so the tightly-bound Frenkel excitons are common in organic
materials, which have a low dielectric constant. In comparison, inorganic crystalline solar cells
typically have high dielectric constants, and photogeneration in these results in Wannier-Mott
excitons, which are bound over a distance of up to 10 nm™. This distance is relatively large - much
larger than the atomic spacing in a crystal lattice — which enables easier separation of the electron

and hole.
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Figure 1-4: Excitonic junction. The photon creates a bound electron-hole pair, with binding energy, E,. If the Frenkel
exciton reaches the interface, and if there is a great enough energy level offset, the exciton can dissociate into separate
charges.

1.2.3 Charge transport

Once electrons and holes are separated at the heterojunction, they must be transported through the
semiconductor to the electrodes. The energy level alignment at the semiconductor-electrode
interface is now crucial to ensure that charges can be easily injected into the electrodes. There are
two types of semiconductor-metal junctions: Ohmic and Schottky™. Which junction forms depends
on the relative work functions of the metal and the semiconductor. The work function of a material
is the minimum energy required to remove an electron from the material, and is equal to the Fermi

energy in a semiconductor or the electron affinity in a metal®.

1.2.3.1 Ohmic junction

An Ohmic junction is one which favours the flow of majority carriers from the semiconductor to the
metal. For a p-type semiconductor, this junction forms if the work function of the metal is greater
than the Fermi level of the semiconductor, as shown in figure 1-5B. The opposite is true for an n-

type material.



1.2.3.2  Schottky junction

If the metal-semiconductor junction inhibits flow of majority carriers then it is called a ‘Schottky
junction’. These are formed if the work function of the metal is either lower than the Fermi level of a
p-type semiconductor or higher than the Fermi level of an n-type semiconductor. This scenario is
shown in figure 1-5C for a p-type semiconductor. Some solar cells, especially at initial stages of

development, have used this structure rather than heterojunctions for separating charges*>".
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Figure 1-5: Metal/p-doped semiconductor junctions. A: pre-contact energy level alignment of two metals (grey lines)

with work functions, ®; and ®,, and a p-doped semiconductor with the work function ®,_gopeq, being the energy
between the Fermi energy (dashed line) and the vacuum energy (dotted line). Conduction bands (CB) and valence bands
(VB) are also shown. B: Ohmic contact of semiconductor with metal 1. C: Schottky contact of semiconductor with metal
2.

1.2.4 Power output of a solar cell

The steps outlined in sections 1.2.1 — 1.2.3 detail the process that is undertaken to generate
photocurrent. To generate power, the solar cells must also produce a photovoltage. The
photovoltage is limited by the difference in bias between the separated electrons and holes, which is
given by the difference between their quasi-Fermi levels under illumination?. The key parameters
that describe the photocurrent and photovoltage are, respectively, the short-circuit current (ls) and
the open-circuit voltage (Voc). s is the photogenerated current that flows through the circuit when

there is no load on the circuit’, so the electrodes are connected with no potential difference



between them. In practice, as |l is proportional to device area, and different solar cells have
different device areas, the parameter J.. is used, which is the short-circuit current density. V¢ is the
voltage that develops at the solar cell electrodes when the device is illuminated and the electrodes
are disconnected” (so there is an infinite load on the circuit and no current flows). An actual solar
cell operates with a load between zero and infinity and also has a maximum power output at some

value lower than the Ji..Voc product,

The maximum power output of a solar cell will depend on resistances through the cell”, namely
series resistance and shunt resistance. Series resistance resists current flow through the cell and
could be caused by the semiconductor or resistive contacts®. High values can reduce Ji. The shunt
resistance of a solar cell should ideally be very high, as this resistance prevents leakage currents
caused by direct current flow between the opposite electrodes?. If this value is too low, Voc can

decrease. The solar cell equation including parasitic resistances is given in equation 1-4:

q(V+JARy) V +JAR
J=TpntJo (e kT —1>+#
Rsh

Equation 1-4

where A is the area of the solar cell.

The parameter that relates actual maximum power to theoretical maximum power is the fill factor
(FF), given by equation 1-5, where Jnax and V. are the current density and voltage that combine to
give the maximum power. Plotting equation 1-4 (figure 1-6) enables a visualisation of FF, in which it

is the ratio of the areas of the green square to the red square.

FF = ]max- Vmax
]sc-VOC

Equation 1-5
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Figure 1-6: Plot of equation 1-4 (blue line) on current density (J) and voltage (V) axes. Key positions on the curve are
marked: short circuit current (J.), open circuit voltage (Voc) and maximum power (P,,.,). The fill factor of the curve is the
ratio of the areas of the green square to the red square.

Collating these parameters result in the key figure of merit for solar cells: the power conversion
efficiency (PCE), which is the ratio of the output power to the input power®, as given by equation

1-6.

]max' Vmax — ]sc- VOC- FF

PCE =
p; p;

Equation 1-6

1.2.5 Low dimensions

As materials in this body of work utilise zero-dimensional and two-dimensional systems, a brief
introduction to the physics of these is given in this section. The focus will be on the band-gap
tuneability of quantum dots as graphene has very particular properties that will be discussed in due
course. However, this discussion of the changing energy level structure in low-dimensions is still

relevant to 2D materials.
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Quantum dots are materials scaled down to the nanoscale. Past a certain material-specific size
threshold, called the exciton Bohr radius, quantum physics dictates that the band gap of a material
increases as its size decreases””. The Bohr radius is the radius of the orbit of an electron around the
nucleus in a hydrogen atom®®. Converting this term to excitons, the exciton Bohr radius is the
separation between the electron and hole in the bound pair®. Confining the exciton to lower than

this size results in a change in how the energy states are described.

The energy of conduction band electronic states in a material, E, is given by equation 1-7 *’:

h2k?
2m*

E:E0+

Equation 1-7

where Ej is the energy from the top of the valence band to the bottom of the conduction band, k is
the wavevector and m* is the effective mass of the electron. The spacing between k states, Ak is
inversely proportional to the size of the material (L)*%, as given by equation 1-8. When the size of the
material is small, Ak will be large. E is proportional to k2, so the spacing between energy levels is
proportional to (Ak)?. This results in large energy level spacings, and thus discrete levels, when the

. . 2 . . . .
material is small’®, according to equation 1-9, where n is an integer.

Ak =

=18

Equation 1-8

A% (n?m?
E=E —
0+2m*< 12 )

Equation 1-9

As the term in brackets in equation 1-9 cannot have a value of zero, this leads to band gap widening
as shown in figure 1-7. Materials confined to this scale in all three dimensions are called quantum

dots. Therefore if the size of the quantum dot can be controlled, then the band gap of the

12



semiconductor can be tuned. This can enable a fuller utilisation of the solar spectrum, via either
optimum tuning of a single junction solar cell to the solar spectrum or by using semiconductors of

different band gaps to absorb light across the solar spectrum.

A Conduction band | | '
Discrete energy states
>
5 Ey= bulk band gap Quantum dot band gap
(5]
Valence band I \

Figure 1-7: Band diagram of a 3D bulk material (red lines) compared with a quantum-confined material (blue lines)
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2. Challenges in photovoltaics

To make photovoltaics commercially attractive it must have a low cost-to-power output ratio. The

path of PV through time has led to a number of low-cost options®***

, including using materials
. . . . 1 .

compatible with low-cost solution-based processing”’®, for example that of colloidal quantum dots,

studied in chapter 5. Solar cell power conversion efficiencies have concurrently increased across all

types of solar cells®®, with the low-dimensional structures of this thesis aiming to increase efficiency

further.

2.1 Lowering the cost of photovoltaic devices

First generation devices are made from inorganic semiconductor wafers®, e.g. silicon, gallium
arsenide and indium phosphide. Current monocrystalline cells of this structure have power
conversion efficiencies reaching 25%’. The drawback of crystalline wafer solar cells is that they are
costly to produce®. Thin-film ‘second-generation’ solar cells were developed to combat this issue®*>*
Common materials used for these are cadmium telluride, copper indium gallium selenide (CIGS),
polycrystalline silicon and amorphous silicon, with manufacturing costs now lower than
$0.70/Watt>. Later on, in a third generation of devices, came organic photovoltaics and colloidal
quantum dot solar cells, utilising cheap materials® and with the potential for low-cost processing”*.
The cheaper solar cells tend to also have a lower efficiency”?'. To improve efficiency, the physics of
device operation must be tuned. The following sections will examine ways that have been proposed
to improve PV efficiency, focussing on the methods explored in this thesis. Section 2.2 describes
methods to increase photon absorption in the semiconductor, 2.3 examines ways of improving

charge separation of photogenerated charges and 2.4 considers how the choice of transparent

electrode affects device performance.
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2.2 Improving the efficiency by increasing photon absorption
2.2.1 The limitations of a single band gap

The range of the solar spectrum that can be absorbed by a semiconductor is limited by its band gap
energy, with photons of energy lower than this value unable to be absorbed (figure 2-1A). Simply
choosing a material with a small band gap would also not be ideal because the excess energy of
highly energetic photons is lost as heat as it relaxes to the band edge, rather than it being utilised as

electrical energy®® (figure 2-1B).

A B

Large band gap semiconductor Small band gap semiconductor

o

Energy

)

Absorption ANNN*  Lowenergy photon

\ Charge relaxation ANNANNAY High energy photon

Figure 2-1: A: A large band gap semiconductor absorbing high energy light (blue arrow). Photons with energy less than
the band gap (red arrow) cannot pass through. B: A small band gap semiconductor which absorbs low and high energy
photons, but the electron-hole pair created with the high energy photon will quickly relax to the band edges via
phonons, which will generate heat.

The theoretical maximum possible efficiency for a solar cell is termed the Shockley-Queisser Limit.

For a single-gap solar cell on Earth, under concentrated sunlight, this limit stands at 40.7%>’. This
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value takes into account losses from thermal radiation of the device, radiative recombination of
electron and holes after photogeneration and losses due to inefficient use of the solar spectrum.
Various methods have been proposed to increase this value by means of absorbing more of the solar

spectrum.

One method is to use small band gap materials that - when excited with energy greater than twice
the band gap - can create two or more electron-hole pairs. This can happen when the initially excited
very energetic electron relinquishes its energy, which generates other excitons across the band
gap>®. This process is termed ‘multiple exciton generation’ (MEG). Most studies have been on the

39-41

semiconductors rather than complete solar cells but solar cells have shown MEG-induced

42,43

photocurrent increases and, if the competing process of hot-carrier cooling can be overcome,

then further improvements could be made™.

Another way is to use more than one material in a solar cell, so light of different wavelengths can be
absorbed with little excess energy loss. This is the principle behind the tandem solar cell. In a
tandem solar cell, a stack of semiconductors each absorbing a different path of the solar spectrum,
can hypothetically reach 86% efficiency under concentrated sunlight®. Inorganic crystalline triple-
junction devices have shown efficiencies over 40% under concentrated light*®. Challenges in

47,4 .
“% and good electrical contact

manufacturing tandem cells include ensuring lattice matching
4 . « .
between layers®. These problems increase as more layers are used; however this is the only way to

get closer to the Shockley-Queisser limit for these cells.

Another structure that employs more than one band gap is the intermediate band solar cell. This is

the device that chapter 4 is based upon.
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2.2.2 Intermediate band solar cells

The principle behind an intermediate band solar cell (IBSC) is shown in figure 2-2. If there is an
energy band between the conduction band (CB) and valence band (VB) of a semiconductor, then
photons of energy less than the band gap (E;) can be absorbed and could generate current via the
two step VB — IB then IB — CB process. It has been calculated that the Shockley Queisser efficiency

limit for these cells should reach 63.1% under concentrated light°.

Conduction Band
Y, )
/\/(2\)/\/‘,\ - ) Epce
/\/\l\/‘ Intermediate Band[|x—— | £
9
(3) w EVB-IB

Figure 2-2: Schematic band structure of an intermediate band solar cell (IBSC) of bulk band gap E,. As well as valence
band (VB) — conduction band (CB) photon absorption (1), photons of energy less than E, can be used in a two-step
process ((2) and (3)) to generate current. These low energy photons must have energy greater than Eyz g to promote an
electron to the intermediate band and energy greater than Eg.cg to promote an electron to the conduction band.

To get anywhere near the Shockley-Queisser limit, certain attributes are required from an IBSC. The
intermediate band energy states should act primarily as current generation centres and not as mid-
gap recombination sites'. To achieve this there should be a high-enough density of mid-band-gap
states to form a continuum®. Additionally, the intermediate band should be in electrical isolation
from the conduction band and valence band, which requires careful choice of IB material®. If there
were energy states in between these bands then the quasi-Fermi energy of photogenerated charges

could pin to that of the intermediate band, reducing the photovoltage™.

Many methods to achieve the IBSC have been considered. The first method devised to create sub-

2336 However,

band gap levels was to implant impurities within the intrinsic layer of a p-i-n device
these discrete impurities could act as recombination centres and thus reduce the short circuit

current®’. Another method is to create alloys in which the intermediate band is a natural result of its
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crystal lattice structure. A popular route has been to substitute titanium into 1lI-V materials™.

59-61
k

Theoretical®® and experimental wor has been performed on these types of structures; however

the high concentration of Ti required brings manufacturing challenges®. Much research has been

62-64

performed on IlI-V p-i-n solar cells with embedded quantum wells . These have shown good

63’64, which have been attributed to

photocurrent yield but also exhibit drops in open circuit voltage
increased recombination and lack of isolation of the quantum well band gap from the energy bands

of the IlI-V host semiconductor. A theoretical improvement on this design, and the device that will

be discussed in chapter 4, is the quantum dot intermediate band solar cell.

2.2.3 Quantum dot intermediate band solar cells

As seen from section 1.2.5, quantum dots have discrete energy levels. As QDs are confined in three
directions, these energy levels are more discrete than for less confined structures, such as quantum
wells. This leads to the reason QDs are the most promising structures to achieve isolation of the
intermediate band: a high-density, regularly-spaced array of discrete QD energy levels embedded in
the intrinsic region of a wider band gap p-i-n solar cell should result in no states between the IB and

the CB and VB of the p and n materials®.

A further benefit lies in the ease of manufacturing of the quantum dots. Since the inception of the
quantum dot intermediate band solar cell by Marti et al.>® in 2000, by far the most prevalent
materials combination has been gallium arsenide (GaAs) with indium arsenide (InAs) quantum dots,
chosen because of manufacturing ease: InAs is deposited with molecular beam epitaxy and self-
assembles to form QDs via the Stranski-Krastanov growth method®®. Although, at about 1.4 eV, the
band gap of GaAs is far from the Shockley-Queisser limit ideal of 1.96 eV®, the system provides a

good base for research.
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2.2.4 InAs/ GaAs QD IBSCs

Compared to GaAs reference cells, the quantum dot cells have exhibited an increase in photocurrent

68,69

at low energy regions, emanating from the InAs quantum dot transitions However, often Jg

increases have been small and in most cases there is an accompanying decrease in open circuit

70,71

voltage™ ", suggesting that the intermediate band is not in isolation from the conduction and

valence bands. The cause of this has been cited to be a by-product of the InAs self-assembly process.

In this process, the compressive strain in the InAs caused by the lattice mismatch between the InAs

72,73

and GaAs can lead to quantum-well-like layers beneath the dots’”’", which increases as the number

70,72 . .
%72 These layers can be problematic as a continuum of energy states could

of QD layers increase
then form between the QD energy state and the CB, destroying the desired IB isolation. To relieve

this problem a few methods have been explored, starting with incorporating strain-compensating

materials in to the device structure.

2.2.5 InAs/GaAs QD IBSCs - strain reduction

Identifying materials that are in tensile strain with GaAs and incorporating these between quantum

74-7 . . .
®. Strain-compensation layers with

dot layers is one way of offsetting the InAs compressive strain
band gaps lower than the bulk material (e.g. GaNAs’®) have not improved Voc However, promise has
been shown with GaP, which has a band gap of around 2.2 eV: much greater than the 1.4 eV band

75,77

gap of the GaAs bulk material™"’. Despite Voc still not matching that of the p-i-n device without

quantum dots, it is greater than that of the QD device without a strain-compensation layer.
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2.2.6 InAs/GaAs QD IBSCs - wide band gap layers

The reason the wide-band gap strain-compensation layer seems more effective than the narrow-
band gap layer might originate from the decreased recombination in these devices””. Quantum dots
can act as recombination centres’® and higher recombination would increase injected dark current in
a device. As V. is equal to the applied bias at which forward photocurrent and reverse dark current
cancel, an increase in dark current would reduce V... Wei and Forrest”’, suggested that wide band
gap barriers around the QDs might reduce injection and thus recombination and dark current. Based
on this theory Sablon et al.¥° made ‘DFENCE’ cells with AlGaAs barriers either side of the InAs QDs in
a GaAs matrix. They made samples with different numbers of dot layers. Two out of three samples
showed slight V. increases, with the third showing a slight decrease. A lower current was observed
from energy states below the GaAs band gap, which they took as evidence that the energy barrier
was impeding charge extraction (and would thus impede injection). However, although current from
energy states between the QDs and the CB was suppressed, this was not always true from the QDs
themselves, casting doubt over whether the AlGaAs does prevent charge extraction. Thus overall,

the results were inconclusive.

In this study, an AlAs barrier is used on top of the InAs QDs. It might be more successful than AlGaAs

1- .
818 avidenced by a

because it has been found that AlAs can suppress InAs and GaAs intermixing
redshift of photoluminescence from the quantum dots, taken to mean that they have a reduced
gallium content. Indium/ gallium intermixing was studied by Eisele et al.**, who determined that
when the InAs QDs are capped by GaAs, mixing of indium and gallium occurs to minimise the
energies of the QD structures. This results in the formation of InGaAs layers above and to the sides
of the quantum dot, which causes energy states intermediate to those of the InAs and the GaAs. If
AlAs can prevent the formation of these states then it can not only help to prevent interaction of the

conduction band and intermediate band but can reduce non-radiative recombination, as

demonstrated by more intense photoluminescence spectra from AlAs-coated dots®. Furthermore,
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AlAs does have a wider band gap than GaAs so can also act as an electronic barrier to charge

carriers®. This can help to maintain isolation of the intermediate band.

The first solar cell of this design was manufactured in 2011% and showed promising results.
However, it was not until this year (2013) that the mechanisms behind the AlAs-induced

performance changes were studied®, which chapter 4 of this thesis aims to build upon.

2.3 Improving efficiency by increasing charge separation

After electron-hole pairs are generated they have to be separated into electrons and holes before
these charges can drift to the electrodes. The problem with p-n and excitonic junctions lies in the
small charge separation region compared to the thickness of the solar cell. If an exciton cannot
diffuse to the depletion region (in a p-n cell) or the heterojunction (in an excitonic cell) then it is
unlikely to dissociate and thus will not contribute to the J,.. This places a limit on the maximum
useful thickness of the photon-absorbing layers. To overcome this problem in organic solar cells, the
bulk heterojunction architecture was devised®’, in which the donor and acceptor materials are

blended together, resulting in a much greater interface area. This structure has had much use with

88,89 90,91

organic solar cells and some use in hybrid organic-inorganic solar cells but is only just coming

92,93

into play for all-inorganic devices Colloidal quantum dot solar cells are one such inorganic

system of interest.

2.3.1 Colloidal quantum dot solar cells

Colloidal quantum dot solar cells (CQDs) offer a solution to two of the drawbacks of market-
dominating crystalline solar cells: their high cost of manufacture and their inability to utilise the
entire solar spectrum®. CQDs are grown from precursor materials in solution at low temperature
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(150 °C for the CQDs in chapter 5) and without the need of clean room. This lends itself to the
possibility of creating CQD devices via roll-to-roll processing, potentially resulting in a low

. . 4
fabrication cost®®.

The physics of the CQDs is the same as that for the InAs QDs discussed in
sections 1.2.5 and 2.2, i.e. they have discrete energy levels and tuneable band gaps. This latter

property is another reason why CQDs are desirable for use in solar cells.

2.3.2 PbS quantum dots

Many CQD materials have been grown for solar cell use®, some of the most well-known being CdTe,
CdS, Si, CZTS and lead chalcogenides. In this work, PbS QDs are used. PbS and PbSe are often
favoured because of their low bulk band gaps (that of PbS is 0.41 eV®’), resulting in the ability to
tune the dots to absorb at different regions across the solar spectrum. This low band gap also
favours their use in multiple exciton generation (MEG) applications to create more than one exciton
per excitation®, as discussed in section 2.2.1. Furthermore, lead chalcogenide CQDs have a high
carrier lifetime (tens of microseconds’?), which improves drift and diffusion length®®°. CQDs can also

be synthesized with a low size dispersion®*'%, facilitating fine-tuning of the desired size/ band gap.

Other factors, aside from electrical properties, must be considered when choosing a quantum dot
material. Oxidation sensitivity is important as it affects whether or not the dots must be made in a

nitrogen dry-box and what type of device encapsulation is needed. In this respect, PbS is preferred

101

over PbSe as air-stable PbS devices has been reported™" but work is still underway to achieve the

102

same with PbSe™". Increased stability would also ease toxicity concerns. Lead is more stable in PbS

form than in elemental form®® but stability and good encapsulation are necessary to ensure that the
guantum dot form has suitably low toxicity. It should be pointed out that these same risks have not

103

stopped cadmium chalcogenide QD-based solar cells becoming widespread™ . Another vital factor is
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the cost of the materials. FeS, has been reported to be the cheapest CQD material but PbS is shown

to be inexpensive also at 0.00022 ¢/W (compare this to 0.0097 ¢/W for CdTe)®.

Development of CQDs in solar cells has progressed from use in Schottky junction structures'® to

105,106

planar heterojunctions . For use in heterojunctions, many CQD-CQD devices have been

107,108

made In addition, different acceptor materials have been used for different reasons. Polymers

109,110

have been used frequently as they are already created with roll-to-roll processing in mind,

something in which nanostructures have great possibility. Wide band gap n-type materials, e.g. TiO,

L2 Sllowing light to

and ZnO are favoured for their transparency when used at the front of the cell
pass through to the PbS layer whilst the type-Il junction they form with PbS promotes charge
separation and extraction. This has led to much development of this combination of structures, with
PbS/ZnO bilayers having reached 4.4 % efficiency'™. ZnO also has the benefit of being able to be

formed from solution processing'**, making processing steps compatible with that of CQDs. For

these reasons it is the materials combination studied in chapter 5.

2.3.3 Bulk heterojunction CQD solar cells

Moving from a bilayer to a bulk heterojunction structure is an attractive development for CQDs.

115

CQD: organic nanocomposites have been in development since 1996 "> with PbS: organic composites

being studied from the middle of the last decade®*'*'*®.

The idea of transferring this bulk
heterojunction (BHJ) structure to CQD all-inorganic heterojunctions is starting to take hold with the
first solution-processed inorganic BHJ being made in 2011%%. The aim of this device was to enable a
thicker cell to be made — to increase photon absorption — but to still ensure that charge separation
took place throughout the device. This PbS: modified-TiO, depleted bulk heterojunction (DBHJ)

device was unlike organic bulk heterojunction solar cells in that the domain sizes of the PbS were

large (order of 100 nm), as the TiO, induced depletion regions of a similar scale within the PbS

23



domains. However, current output was initially poorer for the bulk heterojunction cell than for a
thinner PbS/ TiO, planar device. The authors attributed this to a larger electric field being needed at
composite interfaces than planar interfaces, and indeed, once the electron affinity of the TiO, was
deepened to overcome the PbS exciton binding energy, the short circuit current did improve. The
comparison in this modified-TiO, case was with a planar device with the original electronic affinity of
the TiO,, so it is hard to quantify from this study the level of improvement that the bulk

heterojunction induced.

A different type of PbS bulk heterojunction device is the nano-bulk heterojunction device (NBHJ)
created by Rath et al. with Bi,S; as the acceptor material®®. A nano-bulk heterojunction device is one
in which the donor/ acceptor domain size is on the nano-scale, quite different from the PbS/ TiO,
structure previously mentioned. The authors claim that this leads to a more efficient charge
separation and transport, as electron-hole pairs are less likely to recombine before separation (this
presumably assumes that interface recombination is negligible). Lifetime measurements indicated
that carrier lifetime was higher in the bulk heterojunction devices, suggesting that the improved
charge separation does reduce recombination. Furthermore, a three-fold improvement in current
output was measured from the NBHJ device. The device structure is such that there are neat PbS
and BiS, phases either side of the bulk heterojunction. The authors propose that this creates a
depletion region in the PbS, so separated holes both diffuse and drift towards their electrode.
Despite not assuming much of a depletion region in the BiS,, the diffusion of electrons seems
enough to transport these charges to their electrode. The Bi,S; acceptor has a couple of key
advantages over TiO,. Bi,Ss is solution processed with PbS at low temperature, unlike TiO,. Another

significant difference is that Bi,Ss is a visible light absorber, whereas TiO, is not.

Chapter 5 aims to transfer the benefits of the bulk heterojunction to the PbS/ ZnO system, which has

. . . 12,112,117-11
been widely studied in planar form ==~ .

24



2.4 Improving efficiency by improving the electrode material

Much work is being carried out on the semiconductor layers of a solar cell, but overall device
performance is also related to the performance of the electrodes. Chapter 6 specifically considers

the transparent, top electrode.

An ideal top electrode should be:

1. Transparent over the solar spectral range
2. Have good electrical conductivity

3. Have work functions that maintain a high Vo

For some applications, flexibility is also desirable.

2.4.1 Transparent conducting oxides

These top electrodes are commonly transparent conducting oxides (TCOs), particularly tin-doped

indium oxide (ITO). ITO is favoured because it typically has a good transmittance of over 85% in the

120

visible spectrum™® and can exhibit sheet resistances as low as 5 Q/square™®. One drawback of

devices made with ITO is that indium is scarce and the price of indium is prone to fluctuation**".

The scarcity of indium has prompted research into other suitable electrode materials. Aluminium

zinc oxide (AZO) is one of the preferred transparent conducting oxide alternatives. In terms of

122

chemical resistance and degradation there are pros and cons to using AZO over ITO™*". The key point,

123123-125 125,126

though, is that the resistivity and transparency of AZO are comparable to the ITO values

so AZO can be widely implemented.
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However, scarcity of indium is not the only issue with ITO as an electrode. A general problem with
transparent conducting oxides is their brittle nature, meaning it is hard to use them in low-cost roll-

. . 127,12
to-roll applications™’*?%,

2.4.2 Other transparent electrodes

For flexibility, conductive polymers seem like a good option. Poly(3,4-ethylenedioxythiophene)
poly(styrenesulphonate) (PEDOT:PSS) has been studied for this purpose. PEDOT:PSS is intrinsically
much less conductive than ITO'® but chemical treatments are raising the conductivity to more

130-132

comparable values . Another way to increase their conductivity is to add a metal grid to the

PEDOT:PSS layer™?, with flexible roll-to-roll devices of this type having been made®****.

The idea of a metal grid leads on to the technology of metal nanowires. Solution-processed random

136,137

networks of metal nanowires can make a good transparent conductor . A high density of
nanowires could block out light but they also enhance scattering, and improvements of J,. over
devices made with ITO have been seen™®. However, both the metal grids and nanowires have so far

been made of silver. Remembering the issue with ITO was the scarcity and price of indium, creating

silver electrodes does not seem to be an alternative that solves these issues.

Carbon, on the other hand, is abundant in the Earth’s crust and cheap. Carbon nanotubes are being

138,1 are . . .
38139 exploiting the same principle as metal nanowires. The

tested for use in transparent electrodes
nanotubes have high conductivities'*®, however, like other nanowire technologies, resistance at
junctions between nanotubes™! results in a high sheet resistance'*”. Graphene is another carbon
allotrope but is a thin sheet, so suffers less from junction resistance than the nanotubes (with the
sheet resistance of graphene dependent on the density of resistive grain boundaries in the sheet).

Graphene is the material that is studied in chapter 6, with the benefits of this material discussed

next.
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2.4.3 Graphene

Graphene is a one-atom thick sheet of carbon atoms. Its thinness lends itself to high transparency,

with a maximum possible transmittance of 97 %'*

. The transmission spectrum of graphene varies
little with wavelength of light, as there is little possibility for interference caused by the thin

graphene sheet.

On each carbon atom in the sheet, one s-orbital and two p-orbitals bond with three adjacent carbon

atoms. These bonds hybridise and the resultant sigma bond creates a very strong hexagonal lattice

144,145 144,146

structure (figure 2-3). This gives the material great strength and flexibility

There is one remaining p-orbital on each carbon atom that does not contribute to bonding. Instead,
the p-orbitals hybridise to form pi orbitals. The hexagonal graphene lattice results in an interesting
electronic band structure for these pi orbitals. A unit cell on this lattice has two carbon atoms and
each of these is part of a different sublattice, as shown in figure 2-3. When the energy bands of
these sublattices cross, a conical dispersion relation forms, so graphene has a linear energy —
momentum (E — p) relationship. This is quite unlike the parabolic band structure usual to most

materials, which is described by:

Equation 2-1

where m* is the effective mass of the electrons (in the conduction band) or holes (in the valence
band). The linear relationship of graphene implies there is no relationship of the band structure to

particle mass, i.e. the particles are effectively massless. Such massless behaviour is described by

7

relativistic physics, which is used to describe the E — p relationship of graphene' as E = VEp

148

where vg is the Fermi velocity of the electrons, which is equal to ~ 1 x 10° m/s in graphene'®. Such a

high velocity renders single crystals of graphene theoretically highly electrically conductive.
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Unit cell

Figure 2-3: Chemical structure of graphene. All circles represent carbon atoms but each colour shows a separate
sublattice.

Despite these promising properties, the use of graphene as an electrode is not yet perfect. The main
drawback is the inability to manufacture a defect-free graphene sheet. Current manufacturing

methods can now produce 30-inch graphene sheets'* but as sheets become larger, polycrystallinity

150,151

of the graphene becomes more unavoidable , with other defects possible during transferral of

152

the graphene sheet to the desired substrate™*.The grain boundaries between the crystals place a

limit upon charge mobility with monolayer graphene often having sheet resistances of hundreds of

149,153 120

Q/square , Which is much higher than that of ITO™".

There have been attempts to reduce sheet resistance. A simple method is to use multilayer
graphene sheets'®, so inter-sheet charge transport is possible. Unfortunately, such a step lowers the
optical transparency. Also, with more graphene sheets, the band structure tends towards that of
bulk graphite but for less than ten graphene sheets an intermediate state remains, and this material

is still described as graphene™*.
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Another method to improve conductivity is to dope the graphene sheets. Substitutional doping is
one method, but using susbtitutional atoms to change the structure of graphene can weaken
graphene’s enhanced electronic properties™. A way to solve this is to use materials which do not

156,157

chemically interact with the graphene but act as an electron acceptor or donor . Although the

addition of any other species reduces the graphene transmittance, sheet resistance improvements

more than compensate for this, with sheet resistance reductions of up to 70%"¥*°%*¢,

The study in chapter 6 is the first test of graphene as the transparent electrode with a squaraine/ Cy
heterojunction solar cell. For these preliminary investigations, no multilayering or doping of the
graphene was undertaken, but it would be worth considering for future applications. Squaraine/ Cy
is an up-and-coming organic solar cell combination, with the two materials absorbing across the

whole visible spectrum between them™® and squaraine being an excellent photon absorber.

To be a suitable electrode in this system, graphene must also have a work function that enables
charge extraction and maintains a high open circuit voltage. The graphene is positioned in contact
with the squaraine, for which it is used as the hole-transporting electrode. The work function of
graphene is reported to be at around -4.4 eV from the vacuum level’®, whilst the HOMO of

1 Thus graphene might reduce the voltage a little, especially in

squaraine is around -5.3 eV
comparison to the preceding electrode, ITO, which has a deeper work function. To combat this,
studies are also performed with the hole transport layer, MoOs, which has a work function aligned to
the HOMO of squaraine'® and which has already been shown to improve the properties of

1
graphene-based solar cells*°.
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3. Optoelectronic characterisation
methods

3.1 UV-VIS Absorbance Measurements

Absorbance measurements were used in this thesis to identify which wavelengths of light were
absorbed in solutions of semiconductor material, thin films, electrodes and entire devices. As well as
then being able to determine the transmissivity of a solar cell component, the spectral information

revealed the energies of the electronic transitions in a device.

Measurements were performed in a Cary 5000 UV-VIS spectrometer. Light was provided from a
deuterium or a tungsten halogen lamp, depending on the wavelength of light required. The beam
passed through a monochromator before splitting into two beams. One beam travelled through the
sample and the other beam shone through a blank reference sample. The reference sample was
either an empty cuvette, if solution absorption was being measured, or a blank substrate, if solid
films were being measured. These beams were detected by the same machine, with their ratio giving

the transmission through the sample. This setup is shown in figure 3-1.

Software that comes with the machine presented both transmittance and absorbance spectra.
Absorbance (Abs) and transmittance (Tr) are related to the input light intensity (I;) and detected

light (I) via equation 3-1

I
Abs = —log;g (1—) = —logo(Tr)
0

Equation 3-1
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Figure 3-1: Schematic diagram of the absorbance spectroscopy setup

3.2 Electroreflectance

The GaAs-based samples of chapter 4 have opaque copper substrates, so transmission is not a
possible method to investigate the electronic transitions in the solar cells. Reflectance spectroscopy
could be used instead. In this technique, light is incident on the sample at a non-normal angle, so the
reflected beam can be detected with a separate detector. Comparing the intensity of reflected light
with that of the incident light reveals which wavelengths of light were absorbed and with what
strength. However, for samples with low levels of absorption, simple reflectance might not offer
suitable resolution’®™. A better method is to use the modulation spectroscopy technique of

electroreflectance.

In electroreflectance, a modulating electric field is imposed onto a semiconductor sample. This
electric field accelerates charges within the material, so the dielectric function changes with the
electric field. This can be observed via a change in reflection (AR) of light. AR is greatest at photon
energies close to energies of electronic transitions, as the modulation induces an alternating
subduing or intensifying of the transition. This feature is the reason why modulation spectroscopy is
an ideal technique for probing electronic transitions with greater resolution than standard
reflectance spectroscopy’®. On a graph, usually the normalised change in sample reflectance

(AR/R) is displayed.
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To determine the energy of the electronic transition from the lineshapes, the Aspnes three-point

164
method was used®®

, which was designed to simplify the curve-fitting procedure. Taking two
adjacent peaks around a transition, where E,is the energetic position of the lower energy one and Eg

is the energetic position of the higher energy one (figure 3-2), the exact transition energy (E,) can be

found according to equation 3-2.

Eg=Es+ (Eg — E4)f (p)

Equation 3-2
where p is the ratio of peak heights (ARg/AR,) and f(p) is a scaling factor that varies according to
whether the critical point is 2D, 3D or excitonic, however the scaling factor only varies slightly
between the different critical points, so the outcome will be almost invariant of the physical model
used to represent the transition. This method gives a very good estimate of the transition energy

. . 165,1
and is widely used'®>*°®.

T .

Ex Photon energy (E)

ARR

Figure 3-2: Example electroreflectance spectrum with a characteristic lineshape around an electronic transition

There are other features in the spectra besides those caused by electronic transitions. Although
these will not be studied here, they are mentioned for reference. At the low energy side of a
transition lineshape can appear ‘low energy interference oscillations’, which were studied by Blume

167

et al.”’. They determined that these oscillations originate in optical interference. At the higher
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energy side of the transition are Franz-Keldysh oscillations. These arise because the change in
dielectric function is proportional to Airy-function, which is oscillatory when the electric field
interacts with the continuum of energy states in the energy bands but decays for energies lower

than the band gap™®.

3.2.1 Experimental setup

Electroreflectance measurements were taken with a setup built by myself, the schematic of which is
shown in figure 3-3. The samples were held in an Oxford Instruments nitrogen vacuum cryostat, as
temperature-varying measurements were taken. Details of the temperature control can be found in
section 3.6. A successful test of the setup was performed at room temperature on a crystalline GaAs

film before use in the experiments in chapter 4,

The modulating electric field was applied to the samples with an Agilent 33210A function generator.

168,1 .
68189 For this work | chose an

The amplitude of AR is proportional to the applied modulating field
amplitude of 0.4 V, which was large enough to induce a sizeable response but not so large to move

the solar cell too far from equilibrium.

The sample was illuminated at an angle of 45 degrees by focussed light from a quartz tungsten
halogen lamp passing through an Oriel Cornerstone 130 1/8m monochromator. Longpass filters
were used to remove second harmonics of the incoming light. The reflected beam from the sample

was detected by a Newport 918 IR germanium photodetector.

To measure the change in reflectance, AR, a Princeton Applied Research 5210 lock-in amplifier (LIA)
was used. The LIA was used because it can detect very small signals, and AR is often no more than
thousandths the value of reflectance, R, for IlI-V materials’’®*"% Into the LIA were fed both the
output from the Newport photodetector (i.e. the modulating reflectance signal) and a reference

signal from the Agilent function generator, which modulated at the same frequency as the applied
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electric field. These two signals were then multiplied together and integrated over a few
milliseconds, with the integration output by the lock-in amplifier. The integration of any two signals
that modulate in phase will be a constant value proportional to the amplitude of the signal, i.e.
proportional to AR. If the two signals have different frequencies then the integration will be near

zZero.

To aid detection of this signal, the frequency of the applied field was picked to be distinct from
electrical noise caused by mains power (which has as frequency of 50 Hz) and its harmonics. | found
that a frequency of 277 Hz gave a good signal. Furthermore, an electrical bandpass filter around the
277 Hz reference signal and a mains power frequency filter at 50 Hz were switched on in the lock-in
amplifier to help prevent noise. In addition, the setup was shielded with metal sheets to further
reduce the likelihood of interference from surrounding electrical equipment. Before any readings
were taken, the lock-in amplifier was tuned to make the reference signal in phase with the
reflectance signal, to give the maximum output signal. Tuning was performed with the wavelength
of input light set to excite the band gap of the GaAs, where the greatest AR response would be

17
found”®

. The output signal of the lock-in amplifier was fed into a computer, where a custom-built
LabVIEW program both controlled the monochromator and recorded the output signal at each

wavelength.

As the signal AR/R is required, standard reflectance measurements were taken to record the ‘R’
component for each temperature used. This was performed by feeding the output of the

photodetector directly into a Keithley 6485 picoammeter.
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Figure 3-3 Schematic of the setup used to measure the change in reflectance upon applying a modulating bias.

3.3 Current density-voltage measurements

Current density-voltage (JV) measurements taken under solar illumination are used to determine the
power conversion efficiency (PCE) of solar cells and thus this technique is one of the principal
characterisation methods. As explained in section 1.2.4, the PCE is calculated from parameters that
can be determined by a JV curve, namely open circuit voltage (Voc), short circuit current density (Js)

and fill factor (FF), and the input power density (P;;,) (equation 3-3):

PCE:]SC‘/OCFF

in
Equation 3-3

Other parameters that can be obtained from a JV curve are the parasitic resistances through a

device: series resistance and shunt resistance, which impact upon the other parameters.
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JV measurements taken in the dark are equally as important as those taken under illumination, as
from these, the diode ideality factor (n) and the dark saturation current density (Jo) are obtained,

which provide information on charge recombination within devices.

3.3.1 Experimental Setup

For illuminated JV measurements, a Newport 67005 solar simulator illuminated the solar cells with a
spectral range of AM1.5 and power of 100 W/cm?®, as measured with a Thorlabs D3MM power
meter. The lamp was allowed half an hour to warm up before testing began. During testing, the
colloidal quantum dot cells and organic cells of chapters 5 and 6 were mounted in a sample holder
that allowed nitrogen to be flushed through, to reduce any possible degradation by air. The GaAs-
based samples were mounted in a custom-built, electrically-shielded holder for use in ambient
conditions. All devices were connected to a Keithley 2400 source-measure unit (SMU), which in turn
was connected to a LabVIEW program which controlled the input voltage across the solar cell and

measured its current output. Devices were tested from -0.5 V to +1 V in step sizes of at most 0.05 V.

For dark JV measurements, the front of the testing holder is covered to block all light. When any
intensities between dark and full illumination were required, ND Melles Griot neutral density filters

were placed in front of the solar simulator.

3.3.2 Solar cell parameter extraction

The LabVIEW program used to run the JV measurement also produced a document of current and
voltage values. These were copied into an Excel spreadsheet that identified the J;. and Voc values

and calculated the fill factor and power conversion efficiency.
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Series and shunt resistances cause slopes in the JV curve, as illustrated in figure 3-4. They are found
by taking the derivative of the curve at V=V, and V=0, respectively then applying the approximations

given in equations 3-4 and 3-5.

R, increasing

1 R, decreasing

Figure 3-4: Effects of series resistance (R,) and shunt resistance (Ry,) on JV curves

1 dj |
Rs av V=Voc
Equation 3-4
1 d
Rsn av V=0
Equation 3-5

The derivation of this result is described in The Physics of Solar Cells'’

. The error values for R and
Rsn in this thesis derive from the precision in calculating the differential of the curve at V=Voc and
V=0. The error value obtained depends on how smooth the data points are. For this reason the error

is given as the difference between the values of Ry, and R, at the data points at 0.05 V either side of

the relevant bias.

To obtain the ideality factor (n) and reverse saturation current (Jo) from dark JV curves, the software

‘Origin’ was used to perform a fit to the diode equation (equation 3-6). This equation is not
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complete; the full form takes parasitic resistances into account. However, these dominate the curve
only at low biases (shunt resistance) and high biases (series resistance) so, for the fit, only the
exponential portion of the curve is used, where it is assumed the parasitic resistances have negligible

effect. Errors given in this thesis for values of J; and n are those calculated as fitting errors by Origin.

qVv
Jaark = Jo (enkBT - 1)

Equation 3-6

3.4 External quantum efficiency

External quantum efficiency (EQE) measurements determine which incident wavelengths of light are
absorbed to create charges that contribute to the short-circuit current. EQE is defined as in equation
3-7 and is the ratio of the number of charge carriers extracted from the solar cell to the number of

photons incident upon the solar cell, all as a function of photon wavelength (A).

charges extracted current
EQE1) = =

photons input  # photons/second

Equation 3-7

3.4.1 Experimental setup

To perform this experiment, | built a setup as shown in the schematic of figure 3.5. The light source
for the EQE measurements was a tungsten halogen lamp, which was fed into an Oriel Cornerstone
130 1/8m monochromator. Long pass filters of 400 nm, 610 nm and 1000 nm were used to block
second harmonics of light when the sample was exposed to light of long wavelengths. The lamp was
allowed at least half an hour to warm up before any measurements were taken. This was found to

be long enough to produce a stable current output from a GaAs solar cell. To measure the input
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number of photons per second, the light was passed through any windows that the samples would
be behind in their testing holders, and was sensed by a Newport 818UV silicon photodetector for the
visible range and a Newport 918IR germanium photodetector for the IR range. The photodetector
output was detected by a Keithley 6485 picoammeter. The measured output current was adjusted
for detector spectral sensitivity (this data obtained from the manufacturer) before calculating the

number of output photons per second at each wavelength.

Samples are held in the same testing holders as used for JV measurements, with nitrogen purging
through for the PbS and organic solar cells (chapters 5 and 6). A lens was used to focus the light from
the monochromator onto the cell, with the current output of the cell monitored during alignment to
ensure optimum positioning. The setup is given in figure 3-5. The current output of the solar cell at
each wavelength of light was recorded by a Keithley 6485 picoammeter. After each wavelength step,
a pause of 0.1 s was taken before three successive current readings were taken. The pause ensures
that the system has settled at that wavelength. The three current readings are then averaged to
reduce the effects of noise. A custom-built LabVIEW program is used to run the monochromator,
collect the picoammeter readings, perform the averaging and output the results. The total
integrated area under the EQE spectrum, calibrated to the solar spectrum, gives the short circuit
current, which can be compared to the value obtained from JV measurements as a check of the

setup.

3.4.2 External quantum efficiency as a function of voltage

In chapter 6, a voltage was applied to a solar cell whilst EQE measurements were being performed.
This technique is helpful to determine how different electric fields in the device affect the current

output.
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For these measurements, the Keithley 6485 picoammeter was replaced by the Keithley 2400 SMU
(as used for JV measurements). The SMU has the advantage of being able to apply a bias
concurrently with recording current. Although the SMU does not have the precision of the
picoammeter, it was found that large enough currents were obtained for this not to be a problem.
As forward bias increased it was noticed that the current output of the cells took increasingly longer
to stabilise. Current output as a function of time was recorded to identify the stabilisation time for

each bias.

3.4.3 External quantum efficiency with additional infrared light source

In chapter 4, EQE was performed with an additional infrared light source, to try to determine
whether an infrared photon transition was producing current. It was carried out in the same way as
a standard EQE measurement with two modifications. Firstly the EQE light source was dimmed with
a neutral density filter of optical density 3.0, to prevent there being enough photons to induce all the
infrared transitions as well. Secondly, a xenon lamp was added (Cermax Xenon Fiberoptic
Lightsource) with the light passed through an infrared longpass filter (at 1350 nm) to provide the

extra IR light. The setup is shown in figure 3-5.
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Figure 3-5: Diagram of the setup of the external quantum efficiency measurements. The sections in grey boxes give the
extended EQE experiments, specifically, EQE as a function of voltage and EQE with additional infrared light.

3.5 Photoluminescence

Photoluminescence (PL) is a technique used to identify wavelength spread and intensity of radiative

recombination in semiconductors.

3.5.1 Experimental setup

GaAs samples were illuminated by a 632 nm HeNe laser of 15 mW power and PbS samples were

illuminated with a 405 nm laser with power rating < 10 mW. Both of these had a much higher

photon energy than the transitions of interest so could easily excite them.
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Samples were placed at an angle to the laser and the spectrometer. The spectrometer used was a
Princeton Instruments 'Acton SP2300' model. This was attached to a Princeton
Instruments Pixis 100 CCD detector. The slit width of the spectrometer aperture was optimised. A
greater slit width gives higher signal, yet too high a signal was seen to saturate the detector. The
wider slit also reduces the resolution of the spectrum: | observed that the full-width half-maximum
of indium arsenide quantum dot emission was 10 % larger when the slit was fully open compared to
when it was 1/10 the width. Optimisation also occurred for the acquisition time: too long an
acquisition time could saturate the detector but the greater acquisition time gives less noisy results.
Once the ideal slit width/ acquisition time combination was chosen, these values were kept the
same for all the experiments which would be compared to each other. It was ensured that the same
distance to the detector and laser and same angles between all components were used for each
complete set of data. Measurements were performed to test the effect of sample angle on
photoluminescence and variations of + 10 nm were seen if the angle changed + 10 degrees about its
optimum point. For temperature-dependent measurements samples were kept in a nitrogen
vacuum cryostat held at a fixed position. For samples not kept in the cryostat, a protractor that was
fixed to the optical bench was used to check that sample angle was constant. These samples were
usually held in air during the experiments, after storage in a nitrogen atmosphere. The setup is
shown in figure 3-6. The spectra take a couple of minutes each (to set up and run) with no evidence
of sample degradation in that time for PbS. Degradation of quantum dots via oxidation would
manifest itself as a blueshift in PL emission over time as the effective quantum dot size would
decrease’”. Films of PbS with 1,2-ethanedithiol ligands showed no blueshift after 20 minutes

air exposure. Degradation was not an issue for the GaAs samples.
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Figure 3-6: Setup of the photoluminescence experiment

3.6 Temperature-dependent measurements

Various low-temperature measurements were performed in chapter 4. The various reasons for this
included examining the charge escape mechanism and utilising the fact that low temperatures give

sharper spectra, as thermal broadening is reduced.

For all temperature dependent measurements (ER, EQE and PL), samples were placed in an Oxford
Instruments nitrogen vacuum cryostat with windows allowing optical access to the sample and
electrical connections in place. This was controlled by an Oxford Instruments ITC 502 temperature
controller. The cryostat was cooled to its minimum temperature (77 K) and held at this temperature
for an hour before being topped up with liquid nitrogen in preparation for the run of temperature
measurements, which were always taken from cold to hot as this produces more stable and accurate
temperatures. At each temperature the cryostat was held for ten minutes after the temperature was

set, to ensure correct temperature was reached.
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3.7 Capacitance-voltage measurements

Capacitance-voltage measurements were used (chapter 4) to identify the biases at which charge
accumulation and charge release occurred in quantum dot states. The capacitance of the devices
was evaluated by modelling them on parallel plate capacitors, with the active layer being the
dielectric and the electrodes representing the metal plates. With this representation, capacitance, C,
is given by equation 3-8, where Q is the stored charge and V is the potential difference between the
electrodes:

aqQ
dv

Equation 3-8

The capacitance was measured across a series of applied biases from -2 V to +2 V. The capacitance
was determined from current and voltage measurements, as now explained. A small modulating
voltage is applied to the sample (Vysin (wt)) where V; is the amplitude of modulation, w is the
modulation frequency and t is time. This induces a change in current in the diode (Iysin (wt + ¢))
where I is the amplitude of the current and ¢ is the phase shift from the perturbing signal. Applying
a bias to a diode gives an exponential current response (as seen in JV curves). However, CV analysis
relies on linearity. Thus, V, was kept small (25 mV) to ensure a linear approximation to the current
response. The modulating frequency was chosen so that all carriers could respond to the
perturbation. 5 kHz was used, which is within the standard range used for probing charging and

176,177

discharging in InAs QDs . The sinusoidal voltage and current give the complex impedance, Z,

according to equation 3-9:
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_ Vpsin(wt)
- I sin(wt+¢@)

Equation 3-9

From this, the capacitance is calculated via equation 3-10:

Equation 3-10

CV measurements were taken on an Agilent E4980A option 001 Precision LCR Meter. This instrument
both applied the modulating bias and then measured the responding current. A LabVIEW program
was used to control measurements, record readings and calculate capacitance. Samples were kept in

the dark under ambient conditions, in the same sample holder used for JV and EQE measurements.
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4. AlAs/InAs/ GaAs quantum dot
intermediate band solar cells

4.1 Introduction

Intermediate band solar cells (IBSCs) have an electronic band between the valence band and
conduction band. This extends the range of photon energies that can be absorbed (see figure 4-1)
and theoretically raises the Shockley-Queisser efficiency limit from 40.7%, for a single junction solar

cell, to 63.1%°.

| Conduction Band |
N
/\/(,3./\/./ . Enon
/\/\/l\/‘ Intermediate Band | E,
(3) /\,\/\/\/\/(\11 EVB-IB

Figure 4-1: Schematic band structure of an intermediate band solar cell (IBSC) of bulk band gap Eg. As well as valence
band (VB) — conduction band (CB) photon absorption (1), photons of energy less than Eg can be used in a two-step
process ((2) and (3)) to generate current. These low energy photons must have energy greater than Eyp g to promote an
electron to the intermediate band and energy greater than E g cg to promote an electron to the conduction band.

In 2000, Marti et al.>® proposed that an array of discrete quantum dot (QD) energy levels embedded
in the intrinsic region of a wider band gap p-i-n solar cell could potentially form an intermediate
energy band (figure 4-2A). To date, QD IBSCs have performed worse than their p-i-n counterparts
devoid of quantum structures, due mainly to a reduction in open circuit voltage, Voc. How the
guantum dots interact with the energy bands of the bulk host material is key to controlling Voc. Voc is
determined by the difference between the bulk electron and hole quasi-Fermi levels®?, Ero and Eg,
(figure 4-2A). As shown in figure 4-2B, electronic states can form between the intermediate band
and host material energy bands. The presence of these “ladder states” leads to Fermi level pinning

of Ere to the quasi-Fermi level of the intermediate band, Eg, as charge populations of the host and

178,179 54,180

guantum dots can now interact via thermalisation of carriers or tunnelling
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The aim of the work in this chapter is to assess whether the QDs can be electrically isolated from the
host by inserting a wide band gap semiconductor between them. Indium arsenide (InAs) QDs
embedded in a gallium arsenide (GaAs) p-i-n solar cell are used to test this hypothesis. The quantum
confinement in the InAs QDs increases the band gap to ~1.1 eV from the bulk value of 0.37 eV*®".
GaAs has a band gap of 1.42 eV*®. The wide band gap barrier material is aluminium arsenide (AlAs),

which has a band gap of 2.16 eV'®’. The proposed band diagram is shown in figure 4-2C.

i + QDs + i-GaAs

InAs QDs
N ladder|states L ~ AlAs layer |p-
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Wi
Bl

Figure 4-2: Schematic energy level diagrams of QDs within a p-i-n device with sketches of the corresponding p-i-n cell
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structures on the top row. A: Quantum dots forming an intermediate band (IB) between the conduction band (CB) and
the valence band (VB) of the host material. Quasi Fermi levels of electrons (EF.), holes (EF;) and the IB (EFg) are shown.
B: Quantum dots with ladder states. This causes thermal escape (red arrow) and tunnel escape (blue arrows) of
electrons to the CB, which pins EF, to EF;z and reducing Vgc. C: InAs quantum dots covered with wide band gap AlAs in a

GaAs p-i-n solar cell.

The AlAs addition is thought to have two potential benefits. Firstly, it has been seen to prevent the

81,83

intermixing of indium and gallium at the quantum dot edge®*". Such regions of InGaAs would be a

cause of ladder states. Secondly, the wide band gap nature of AlAs might present an electronic

54,183

barrier to charge carriers , isolating the intermediate band.
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In this chapter, the origins of the efficiency difference of devices with and without the AlAs barrier
are investigated. Variations in short circuit current are examined first, using electroabsorption and
external quantum efficiency techniques. Next, the question of whether an isolated intermediate
band forms in the device will be considered by testing possible quantum dot charge escape
mechanisms: optical, thermal and tunnelling. Finally, changes in recombination in the cell as a result
of the AlAs capping layer will be examined using dark current-voltage, capacitance-voltage and

photocurrent-voltage measurements.

4.2 Devices

All p-i-n materials were fabricated by Mr Frank Tutu and Dr Hiuyun Liu at University College London.
Devices were processed by Dr lan Sellers of Sharp Laboratories of Europe. Subsequent

characterisation was performed by the author unless explicitly stated.

Two types of device were grown for this study: a reference InAs QD/ GaAs device termed the
‘control cell’ and a device with AlAs capping layers, termed the ‘AlAs cell’. In all respects other than
the inclusion of the capping layer in the AlAs cell, both devices were identical. Both types of device
were made with twenty InAs QD layers within the intrinsic layer of the GaAs p-i-n device. InAs is
deposited onto GaAs using molecular beam epitaxy (MBE). As InAs and GaAs are lattice mismatched,
strain builds up and after a wetting layer of InAs is created®, the InAs self-assembles to form
quantum dots. This strain-driven self-assembly process is termed Stranski-Krastanov growth®. AFM
analysis by Frank Tutu suggested that the InAs QDs in the AlAs cell have a diameter of 46 nm, are 10
nm high and are packed to a density of 4.8 x 10'°cm™. In the case of the control cell, a GaAs spacer
layer is directly deposited onto each layer of InAs QDs. The GaAs induces further strain imbalance
and is found to induce significant indium and gallium intermixing resulting in the wetting layer and

edges of dots consisting of InGaAs®. For the AlAs cell, 2 ML (~0.57 nm) of AlAs is deposited onto
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each quantum dot layer before this GaAs spacer. The structure of the devices is illustrated in figure

4-3,
250nm p* GaAs [Be: 5 x 108 cm-]
30nm p Al 55Gag ,sAs Window [Be: 5 x 108 cm-3]
16nm i-GaAs 20 layers
iz 400nm
Rl TRl — 5 i o i A ik & o IO o o ok m s B ‘ ¢ )
(in AlAs cell 20nm i-GaAs g,
only) ‘ ) ‘ InAs QDs
(2.1 MLs)

30nm n-Al, 55Gag ¢, As[Si: 1x 108 cm-?]

Figure 4-3: Device structure, giving thicknesses, doping information and the position of the AlAs layer in the case of the
AlAs cell. Estimates of dot dimensions are given in the text.

4.3 Results

4.3.1 Device performance (Illuminated JV results)

Current density — voltage (JV) measurements were taken under AM 1.5 solar illumination to assess
the effect of the AlAs layer on device performance. The JV curves and efficiency parameters
calculated from the curve are shown in figure 4-4. An explanation of how the parameters were

calculated can be found in section 1.2.4 .
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Figure 4-4: Current Density — Voltage (JV) curves at AM 1.5 illumination for the control cell and the AlAs cell. The table
gives the efficiency parameters, with errors being the standard deviation across three repeated measurements, and the
parasitic resistances, with errors as explained in section 3.3.2.

The most striking difference between the two curves is that the open circuit voltage (Voc) is much
higher for the AlAs cell than that of the control cell. The fill factor (FF) is also increased. Its
improvement appears to be a consequence of both lower series resistance (Rs) and higher shunt
resistance (Rs,). Unfortunately, the presence of the AlAs layer is detrimental to the short circuit

current (Js), yet overall the AlAs has a positive impact on the power conversion efficiency (PCE).

The high parasitic current losses will not only decrease the FF but high R, can reduce J;. and low Ry,
can reduce Voc'®. Thus it could be that the higher shunt resistance of the AlAs cell is acting to
increase the Voc. Dislocations in the structure have been shown to lead to low shunt resistance'®*%°,
Dislocations are known to form in InAs/GaAs solar cells when strain becomes too great upon

building up progressive InAs QD layers’>. Thus a difference in dislocations gives one possible

structural explanation for the difference in resistances between the two devices.

As the aim of the AlAs layers is to increase open circuit voltage, V.., most of the chapter (sections
4.3.3 and 4.3.4) will be devoted to this aspect of the performance change, starting by examining
whether quasi-Fermi level pinning between the intermediate band and conduction band has been

demonstrated. This will reveal itself if charges from the quantum dots escape to the GaAs bands via
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thermal or tunnelling means rather than by optical excitation. The quasi-Fermi difference at open
circuit is be influenced by the rate and mechanisms of recombination in the cell, which are reflected

in dark JV measurements examined in section 4.3.4.

Firstly, however, the difference in Ji is discussed. The lower Js. of the AlAs cell could be due to
reduced absorption or lower charge extraction as a result of the presence of AlAs. This is
investigated in section 4.3.2 using electroreflectance (ER) and external quantum efficiency (EQE) to
provide a spectral map of transitions from which current originates and to understand the effect of

AlAs upon charge extraction.

4.3.2 Origin of Jsc

In order to understand the impact of the AlAs layer on Ji, the contributing factors to this parameter

are investigated, namely charge generation and extraction.

4.3.2.1 Charge generation

As discussed in section 3.2 one of the reasons electroreflectance is used over simple reflectance
measurements without a modulating bias, and the reason it is used here, is because

electroreflectance offers a higher resolution of optoelectronic spectral features.

Within the spectral range of the setup it was possible to probe all of the theoretical optical
transitions, except that between the intermediate band and conduction band, which is estimated to
have an energy of about 0.2 eV (6200 nm), which is beyond the range of our system. The remaining

transitions of the control cell can be identified in the low temperature spectra shown in figure 4-5.
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Figure 4-5: Electroreflectance spectra of the control cell, taken whilst the cell was held at temperatures of 102 K and
202 K. Possible optoelectronic transitions are identified on the graph. The green dots are the points used to calculate the
position of the GaAs transition.

The most prominent feature in figure 4-5 is the GaAs transition, at 1.44 eV (102 K) and 1.42 eV

184 with the extrema used

(202 K). These positions were found using the Aspnes three point method
in the calculation shown on the graph as green dots. The room temperature spectrum places the
GaAs transition at 1.40 eV (figure 4-6), confirming the trend that the transition redshifts as
temperature increases. This is to be expected as the band gap narrows with temperature'®. This is
because thermal expansion of the GaAs increases the distance between atoms and, consequently,
the potential between atoms decreases. As the band gap is proportional to this potential®®’, the
band gap decreases. The transition at around 1.34 eV can be assigned to ladder state transitions
arising from an InGaAs alloy forming at the InAs surface®. At energies higher than the band gap are
Franz-Keldysh oscillations, which are a manifestation of the electric field interacting with the

continuum of states in the conduction band®.

At lower energies (down to 0.9 eV at least; the spectra were cropped for presentation here), the

spectra show oscillations, likened to the interference oscillations investigated by Blume'®’. These
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occur whenever optical interference can occur between light reflected from different interfaces
within the structure. The period of these oscillations gives the distance between the upper and
lower reflecting surfaces™’: this was calculated from both AlAs and control spectra and found to be
around (940 + 30) nm. Examination of the device structure (figure 4-3) reveals that this separation is
valid for multiple pairs of interfaces in the devices. Another test of whether these oscillations are
due to interference was to record control cell spectra taken at six angles of incidence from 37° to
62°, as the change in position of oscillation peaks and troughs for different angles reveals the

167,189

refractive index A refractive index of 3.45 + 0.25 was obtained, which matches that of GaAs,

suggesting that these oscillations are a result of interference.

Within this energy region is a trough at about 1.19 eV at 102 K and 1.17 eV at 202 K. Based on

77190191 this s thought to be due to QD absorption, which is enhanced

reports from similar systems
and narrowed at low temperatures because of a reduction in electron-phonon interaction at these

temperatures.
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Figure 4-6: Electroreflectance of the control cell (black) and AlAs cell (red)
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Comparing the room temperature spectra of the control cell with the AlAs cell (figure 4-6) the
guantum dot transition is not seen in either: possibly it is too small, and/or it is swamped by the
interference oscillations. The main GaAs transition is again shown by a green dot and is seen in both
cells, as expected. The AlAs cell also has a “shoulder” at around 1.44 eV. There are two possible
reasons for this. Either it is a convolution of the transition ER peaks with the Franz-Keldysh
oscillations'® or it is a manifestation of GaAs and AlAs interaction®, which has been shown to arise

1 ope . .
%A ladder state transition is seen in the control cell as a

from gallium and aluminium interdiffusion
trough at the beginning of the interference oscillation but this is not visible in the AlAs cell. The
reduction in ladder states in the AlAs cell supports the hypothesis that AlAs has reduced In/ Ga

intermixing and thus reduced InGaAs states. The impact of the reduced InGaAs states on current

extraction becomes clearer when considered with external quantum efficiency measurements.

4.3.2.2 The effect of reduced InGaAs states on current output

External quantum efficiency (EQE) measurements spectrally map the short circuit current, so is ideal

for determining the contribution from each part of the solar cell.
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Figure 4-7: External quantum efficiency at 295 K for the control cell and the AlAs cell
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The spectra in figure 4-7 can be divided into three distinct regions which correlate well with the
transitions observed in the electroreflectance spectra:

1. Current from GaAs transitions at energies greater than 1.4 eV

2. InGaAs ladder state transitions between 1.2 and 1.4 eV

3. The transition across the QD energy gap between 1.1 and 1.2 eV.

The change in the ladder state region is most striking. Comparison of the integrated EQE of this
region for both devices showed that the lower J,. for the AlAs device is attributed almost entirely to
the reduction in current from these ladder states. A suppression of current from these transitions
was observed by Sablon et al. in a device containing InAs QDs with 1.2 nm thick AlGaAs barriers®.
They argued that lower current was evidence that the energy barrier was impeding charge
extraction, yet current from QDs was not always suppressed. In the data presented in figure 4-7 the
QD EQE of the AlAs cell is 89% that of the control cell, suggesting that the AlAs barriers do little to
inhibit charge extraction. Instead, as shown by the electroreflectance, there is a reduction in InGaAs

current because there is less InGaAs.

In support of this argument, the quantum dot peak for the AlAs is redshifted compared with that of
the control cell. This infers that the AlAs has reduced GaAs/InAs intermixing, as purer InAs quantum
dots (with less intermixed gallium) would have a band gap further from that of GaAs, i.e. it would
redshift®**!. In opposition to this, the AlAs energy barrier can work to induce more confinement in
the quantum dot, which would result in a blue-shift of the quantum dot peak®-'** This
confinement effect appears to be the weaker process, possibly because the AlAs barriers are thin (or
do not confine in all directions) and do not prevent charges tunnelling between quantum dots'®.

This explanation will be considered again section 4.3.3.3.

From the ER and EQE results | conclude that the presence of AlAs reduces gallium and indium

intermixing, so less InGaAs alloy is formed. In the control device, this alloy contributes to photon
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absorption so its reduction in the AlAs device results in a lower Ji.. Although AlAs is therefore
detrimental to J,. the incorporation of AlAs increases the V.. considerably and this will now be

investigated.

4.3.3 Charge extraction from the intermediate band

With fewer ladder states, thermal and tunnelling escape from the IB to the CB should be less

%0 Optical, thermal and tunnelling mechanisms of QD carrier extraction will be examined. This

likely
will identify whether the intermediate band is electrically isolated such that secondary infrared (IR)
photons are required to excite electrons from the intermediate band to the conduction band (optical

carrier extraction), as per the model proposed by Luque et al.*®.

4.3.3.1 Optical escape

If photocurrent is extracted from the IB by optical pumping then two testable phenomena should be
observed. Firstly, once electrons are in the intermediate band, then exposing the device to light that
excites the IB — CB transition should help to extract this charge®. If the energy of this light is chosen
to be a low enough to excite only the IB — CB transition, then the presence of extra current resulting
from the extra light would show that charge from the QDs is extracted by this optical transition.

Secondly, for an optical IB — CB transition, one electron must be promoted to the IB and then

another photon must promote it to the CB before it recombines (timescale of the order of 1 ns **’)

The likelihood of this ‘two photon to one electron’ process occurring in this timeframe increases
with greater intensity of light, so | expect a superlinear current trend with increasing intensity would

be evident.
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The first phenomenon was examined by recording the spectral response of the AlAs device both
with and without exposure to extra infrared (IR) light of energy < 0.92 eV, which has energy only to
excite the optoelectronic IB - CB transition. The setup of this experiment is explained in section
3.4.3. The results are shown in figure 4-8 along with the difference between the ‘with IR’ and
‘without IR’ spectra. The IR light increases the current uniformly across the spectrum, increasing
current from GaAs transitions (< 1.38eV) to the QD transition (1.15 eV). The small increase is
attributed to light with energy greater than the GaAs band gap leaking through the IR filter.
Transmission of leakage light through the filter was measured to be 0.5 % at 1.55 eV and rising with
lower energy to 1.3 % at 1.4 eV. This might seem small but with all energies of leakage light being
absorbed alongside the chosen monochromatic energy, the rise in current could be (and is seen to

be) significant. Figure 4-8 shows that no enhancement specific to quantum dot current is detected.
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Figure 4-4-8: Current output with and without IR light (red curves). No greater current difference is seen in the quantum
dot than for the other transitions (blue line)

The second phenomenon was tested by examining the current output as function of incident light
intensity. This was performed at a few specific wavelengths of incident light, representing different
electronic transitions in the solar cell: 1.38 eV corresponds to the GaAs transition, 1.16 eV to the

InAs QD transition and 1.0 eV, from which no transition occurs, serves as a control wavelength. Plots
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of light intensity vs. current output for these transitions (Figure 4-9) show that a superlinear current
trend with intensity is not observed for current from the QD; instead a linear trend in quantum dot
current is seen. This is identical to the trend seen from the GaAs current and is characteristic of one
photon producing one electron. The ‘control’” wavelength where light is not absorbed varies little

with intensity, as expected.
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Figure 4-9: Current output on exposure of the cell to monochromatic light of energies: 1.38 eV, 1.16 eV and 1.0 eV, with
1.16 eV representing the QD transition. All values are shown as a percentage of current output at full light intensity.

Values are the mean average over three repeated measurements and error bars give the standard deviation between
these three measurements.

The results of these experiments suggest that there is no IB-CB optical transition. It can be concluded
from this that the intermediate band is not isolated from the GaAs conduction band, in other words,

Fermi level pinning does takes place.
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4.3.3.2 Thermal escape

If not optically excited to the conduction band, charges from the quantum dot must be
thermally excited or tunnel through to it. External quantum efficiency (EQE) of the QD
transitions as a function of temperature was performed to determine whether thermally-
assisted charge extraction is dominant. The spectra are shown in figure 4-10A.
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Figure 4-10: A: External quantum efficiency (EQE) around the QD excitation. B: Photoluminescence spectra of an AlAs
wafer (i.e. an AlAs cell without contacts) taken at a range of temperatures. C: Plot of the natural log of the EQE of the QD
peak vs inverse temperature. The gradient of the line gives the thermal activation energy.

The spectra are centred on the InAs QD transition, which is at 1.20 eV at 102 K and redshifts with

increasing temperature as seen in electroreflectance (see section 4.3.2.1).

The most interesting revelation from the EQE curves is that there is significant current originating
from the QDs even at the lowest temperature (102 K). This is unlikely to be wholly attributed to

thermally-excited escape as kgT at this temperature is 0.009 eV, yet the energy between the first
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excited state of the quantum dot and the GaAs conduction band is estimated to be at least
0.14 eV'*, As temperature increases up to 200 K there is a rise in EQE, suggesting that temperature-

assisted charge extraction does play a role.

After 200 K, efficiency falls slightly. This could partly be due to the escaping charges being spread
across a wider range of energies as temperature increases, but the dominant effect could be an
increase in non-radiative recombination with temperature'®®, suggested by the photoluminescence
(PL) as a function of temperature shown in figure 4-10B . These graphs spectrally map the radiative
recombination from the QDs in an AlAs wafer excited by a 633 nm HeNe laser at 15mW. The rapid

drop in radiative recombination after 127K, suggests the increase in non-radiative recombination.

The thermal escape most evident at low temperatures can be quantified by a thermal activation

_Ea
energy E, with thermal carrier escape being proportional to e *BT. Similar devices which have

primarily thermally assisted extraction have activation energies in the order of 100 meV'*’. The

Arrhenius plot of the natural log of the quantum dot EQE as a function of inverse temperature

Ea
1000 kg

(figure 4-10C) has a slope of - and gives an E, of just 3.9 meV. If the process were purely

thermal, a higher thermal activation energy would be expected alongside a low quantum dot current

at 80 K. This suggests that other mechanisms are in place to extract current.

4.3.3.3 Tunnelling

As both optical excitation and thermal excitation do not have a key role in the AlAs device, then

tunnelling from the QDs to the GaAs conduction band must prevail. This is feasible according to

180,200

other studies in the literature with thin layers (< 15 nm) between dots . This process may be

197,201

aided in InAs/AlAs systems by low energy X-states in the AlAs barrier or a greater coupling

202,203

between quantum dots than when they are in a GaAs-only matrix . Alternatively, the thin AlAs
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barrier and the lack of InGaAs states could inhibit tunnelling. To study this, the temperature

dependent photoluminescence spectra are studied more closely.

The energy of PL emission and the full width half maximum (FWHM) of the spread of emission
energies reveals information about the charge occupancy of the QDs. If charges are mobile between
QDs then the average emission energy across the QD band gap and the FWHM will both be small
(figure 4-11A). If charges are not mobile between QDs then the FWHM and average PL energy will
increase, as carriers cannot relax to the lowest energy states in the system before radiative

recombination takes place (figure 4-11B).
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Figure 4-11 A: charge movement between QDs can occur so photogenerated charges can relax to the lowest energy
states of the system before radiative recombination. B: charge movement between QDs cannot occur, so
photogenerated charges are ‘frozen’ in whichever states they were initially excited.

In this case, | assume the dominant form of inter-dot charge movement to be tunnelling. Devices

with different tunnelling rates will show different FWHM and Eg trends with temperature.

In the case of fast tunnelling the FWHM will vary little with temperature at low temperatures as all
excited electrons can relax to the band edge without thermal assistance. FWHM might rise a little at
high temperatures as thermal broadening can take place, with thermally redistributed charges able

204

to be recaptured by dots of all sizes and levels of confinement®™". The decrease in band gap with

temperature, Eg (T), will follow the Varshni equation®®® (equation 4-1):
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aT?
T+p

Ey(T) = Eq —

Equation 4-1

with Eq being the band gap at zero kelvin, and o and 8 being material specific constants.

In the opposite case of no inter-dot tunnelling, there will be three temperature regimes. At low

206

temperatures, excited electrons will be frozen in the QDs", as per figure 4-11B, resulting in a large

FWHM and high average PL energy. As temperatures increase, the scenario of figure 4-11A is more

likely as carriers can be thermally excited outside of the QD confinement and then redistributed to

lower states in other QDs. Consequently the PL energy rapidly redshifts with temperature®®*”’

199,204,206

alongside a fast decrease of FWHM . This thermal redistribution reaches a point of maximum

change before, at a higher temperature still, the PL-energy vs. temperature curve follows the

Varshni equation, but following a lower E; to that predicted at low temperatures. Concurrently, the

199,206

FWHM can increase again as a result of thermal broadening. Thus, a device exhibiting no inter-

dot tunnelling will display a sigmoidal energy curve and a V-shaped FWHM graph®®.

Therefore the energy depth of this FWHM ‘V’ and sigmoidal shape of the PL peak energy indicates

the strength of tunnelling®®.
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Figure 4-12: A: Peak PL energy of AlAs cell (red) and control cell (blue) along with the Varshni curve for InAs (dotted line).
B: FWHM of PL lineshapes of AlAs cell and control cell as a function of temperature
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Figure 4-12A shows the PL peak energies for both samples along with two InAs Varshni curves (with
bulk parameters of a and (3 but shifted in the energy axis for comparison with the PL of the quantum
dots). The fast redshift from the Varshni curve is evident in both structures up to temperatures of
about 150 K. As the curves are both in the redshift phase at 80 K it is hard to determine the exact
deviation from the Varshni equation but, as portrayed in the graph, the room temperature deviation
from the Varshni curves are 16 + 2 meV for both devices. InAs QD systems with low tunnelling have

199,206 One

shown a greater change in PL energy with temperature than either of these structures
interesting example in the literature performed PL on InAs dots with 20 nm-thick AlgcGagsAs

barriers’®, in which the deviation from the room temperature Varshni curve was 120 meV compared

to just 30 meV for QDs within 20 nm GaAs barriers.

Figure 4-12B shows the FWHM with temperature with a distinct V-shaped dependency seen with a
80 K — 177 K energy range of 6 meV for the AlAs sample compared with 3 meV for the control
sample. This suggests that charge movement between QDs is easier in the control sample than the
AlAs sample. Furthermore, the lowest FWHM is at a lower temperature for the control sample. This
indicates that there is a lower energy barrier around the QD in the control sample, so a lower
thermal energy is required for charge equalisation amongst quantum dots’®. The FWHM energy
ranges for both of these samples are low in comparison to similar systems which have claimed no

199,2 . . . . . .
99208 “inferring that there is some tunnelling occurring in both samples. For example,

tunnelling
Polimeni et al*® observed a 20 meV FWHM range for InAs QDs in GaAs and about 30 meV when

Alg3Gag sAs was the barrier.

In summary, the slight departure of the PL energy from the Varshni curve and low-energy-range V-
shaped FWHM dependence with temperature indicates moderate tunnelling in both devices. The
thermal activation energy and low-temperature FWHM trend indicate a thermal and tunnelling

hindrance for the AlAs cell.
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The optical and thermal results of sections 4.3.3.1 and 4.3.3.2 showed that an isolated intermediate
band is not formed in these devices and that tunnelling must be the main escape mechanism from
the QDs to the conduction and valence bands. The PL analysis of this section concludes that although
the lack of InGaAs states and presence of AlAs barrier may restrict tunnelling somewhat, they do not
hinder charge movement greatly. This is good in one respect, as tunnelling between dots is desired
to limit the traps acting as recombination centres'®>. However, further modifications of this device
should include perhaps thicker spacer layers at the edge of the intrinsic region to prevent tunnelling

into the conduction band.

4.3.4 Origin of the Voc increase

Open-circuit voltage (Voc) is the point at which charge generation and recombination are balanced.
At forward bias, charges are injected into the device from the electrodes, which acts to split the

. . 21
quasi-Fermi levels™*®

. After crossing the junction, these charges become minority carriers and
recombine. lllumination causes a generation current, acting in the opposite direction to the
recombination current. The bias which causes enough recombination to balance the generation is
the open circuit voltage and is equal to the quasi-Fermi level difference at that point®*>’. A higher
rate of recombination will result in a lower bias being required to balance photocurrent, and thus a

lower Voc. Changes in injection and recombination are examined here using capacitance-voltage and

dark current-voltage measurements.

4.3.4.1 Charge injection

Figure 4-13 shows the dark JV curves, which plot the injection current at different applied forward

biases. The turn-on voltage is given here as the x-axis intercept of the extrapolation of the JV curve
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at 1 V and indicates the bias that must be applied for the diode to start rapidly injecting. The AlAs
cell ‘turns-on’ at a higher voltage than the control cell, which suggests that the presence of AlAs

reduces the injection rate.
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Figure 4-13 Dark J-V curves of the control cell (black) and AlAs cell (red) with the turn-on voltage (marked by a blue
cross) given by the x-intercept of the extrapolation of the curves at 1 V.

Figure 4-14 shows the capacitance-voltage (CV) curves for the two devices. CV at reverse and low
forward biases reveals information about charge accumulation and extraction within the depletion
region of the device. CV measurements are shown for a modulation amplitude of 25 mV and a
modulation frequency of 5 kHz, which was chosen to be a compromise between noisy low frequency
measurements and high frequencies, which prevent some charges from being able to react and

. . . . 211
contribute to capacitance in time™".
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Figure 4-14 Capacitance — voltage curves for the control cell (black) and AlAs cell (red) taken in the dark.

Both devices show an increase in capacitance with increasing forward bias as injected charges
accumulate in the depletion region. The capacitance peaks at 0.64 V for the AlAs cell and 0.53 V for
the control cell. At biases higher than the capacitance peak, stored charges are now able to be

extracted or to recombine.

The reason this accumulation and subsequent extraction/recombination occurs varies according to
cell structure. In a p-i-n structure, as being used here, the depletion width should not diminish with
bias®"?, so the rise and fall in capacitance is unlikely to result from changes in the packing density of

213,214

injected charges, as it does for p-n junction or Schottky cells . More likely, the rise in capacitance

. . . . 215 . . 21
mirrors charge accumulation within traps®®, including QDs**

, with the peak being the bias at which
trapped charges are released. Therefore charges are released at a higher bias for the AlAs cell,

suggesting that recombination is lower in the AlAs device or that extraction is more difficult. Lack of

InGaAs states would remove a stepping stone that would have facilitated extraction from traps.

Also, the AlAs energy barrier could delay charge injection, as suggested can happen with AlGaAs
barriers®’. If the injection of one type of carrier is hindered until a higher bias than for the other

carrier type, then recombination will not easily occur until that higher bias. A higher injection bias of
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the second carrier produces the higher bias capacitance peak and greater peak capacitance®® ,
which is seen in the AlAs cell and control cell CV comparison. The energy level alignment (figure 4-2)
suggests that the AlAs barriers would delay electron injection from the n-type conduction band
before hole injection from the p-type valence band. However, the EQE measurements presented
earlier showed that the EQE of the AlAs cell is 89% that of the control cell so if charge extraction
from the QDs is not limited by the AlAs barrier by much, then charge injection would be similarly

only slightly affected by it.

Dark JV and CV show slower injection in the AlAs cell. The AlAs barrier could limit injection but,
based on EQE results, | do not expect the effect to be great. Alternatively, the slower injection could
suggest more recombination or charge extraction pathways in the control cell. Dark JV parameters

will explore recombination differences in more depth.

4.3.4.2 Diode parameters

The dark current parameters, namely ideality factor (n) and reverse saturation current (Jy) are given

by the non-ideal diode equation®:

qVv
Jaark = Jo (enkBT - 1)

Equation 4-2

The ideality factor gives the type of recombination with values usually between 1 (for ideal diode
with only band-to-band recombination) and 2 (for depletion region or trap-assisted

recombination)*™®. J, gives the magnitude of this recombination.

Equating Jgak to photocurrent (as is the case at open circuit), and rearranging, gives the expression

for Vgc as:
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Equation 4-3

Equation 4-3 shows V¢ will increase if J, decreases (decreasing recombination) or if n increases (and
recombination is limited by more types of carriers). Thus the extent of the J, change compared with
the change in n determines the resultant Voc. Furthermore, if photocurrent, J,,, decreases, Voc will
decrease. The effect of changing each of these parameters is illustrated in figure 4-15. The dark
parameters individually could alter Voc by values far greater than is likely from a smaller Jg,.
Nevertheless, it should be remembered that n and Jg can increase or decrease together and thus

each will mitigate the effects of the other™®.
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Figure 4-15: Effect of changing J, n and J,, on the Voc.. Whilst changing one parameter the other parameters are kept
constant, with values shown above the graph.
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Dark JV parameters

The exponential portions of the dark JV curves were fitted to the dark current equation® (equation

4-2), with fitted parameters shown in table 4-1.

Ideality Factor  Saturation Current (m

Control 3.74+£0.10 (24+0.1)E-3

AlAs 1.46 +0.06 (5.3+1.2)E-9

Table 4-1: Dark JV parameters, with fitting errors, for the AlAs and control solar cells

Both devices have ideality factors that deviate from unity, perhaps because the QDs can act as
recombination centres as well as current generation centres. However the value of 1.46 for the AlAs
cell is comparable to imperfect GaAs p-i-n structures”™. The ideality factor greater than 2 for the
control cell is abnormally high. Such high values have been taken as a sign of recombination via

221
|

dislocations”?, increasing with the density of defects in the solar cell”". Defects are known to form

86,2222 This tallies with the low shunt resistance of the control

when strain builds up in the device
cell discovered after examining the light JV curves (section 4.3.1), which were thought to suggest

misfit dislocations.

The lower reverse saturation current for the AlAs cell, combined with the lower ideality factor
indicate decreased recombination in this device, which would lower the injection rate as seen in the
dark JV and CV curves (section 4.3.4.1). J, decreases by six orders of magnitude, which must
dominate to cause the V¢ decrease (equation 4-3). In QD IBSCs, a high Jo, such as that seen for the

75,79,224

control cell, has been attributed to high defect density , in line with theories relating to the

ideality factor.

A morphological study would be required to pinpoint the useful structural changes caused by the

AlAs layer, which, seem to play a significant role in the Voc enhancement via the lower Jo.
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Photocurrent

The changes in recombination mechanisms that affect the dark current, might also affect the
photocurrent. It is often assumed that the photocurrent is bias-independent and thus equal to the
short circuit current’®”. However, in some cases a reduction in Jon With increasing bias has been

226-22
observed??* %

. Such a phenomenon points to a poor charge extraction at high biases, possibly
because of low charge carrier mobility and high recombination?”’. Additionally, the presence of
photogenerated charges could further increase the probability of recombination. In this case,

illumination will not only result in a generation current but also a recombination current, which will

add to the dark current, resulting in an apparent positive photocurrent at high biases.

Subtracting the light JV from the dark JV gives the photocurrent density-voltage curves (figure 4-16).
It is evident that photocurrent decreases with increasing bias for both devices. The decrease in
photocurrent starts at a lower bias in the control cell than the AlAs cell. This earlier diminishing of
photocurrent could be linked to the poor parasitic resistances of the control cell, which act to lower
charge mobility and to channel photocurrent into shunt pathways. At around 0.7 V the photocurrent
decrease slows, as at a high enough forward bias, all photogenerated charge is channelled into
another route. The fact it does not slow to zero could possibly be due to slight differences in

measurement conditions whilst taking the light and dark measurements.

As confirmed by EQE (figure 4-7), the AlAs barriers do not hinder the majority of photocurrent
extraction (which comes mainly from GaAs transitions). | thus assume that the parameters that are
responsible for increases in dark current also seem to degrade the photocurrent. In contrast to the
shape of the control cell curves, the light and dark JV curves of the AlAs cell exhibit a clear crossover
at 0.85 V. So, although recombination is lower in the AlAs cell, the presence of photogenerated

charges does seem to increase likelihood of recombination. This is probably more apparent in the
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AlAs cell than the control cell because photogenerated charges in the AlAs cell are not as hindered

by the parasitic resistances as they are in the control cell.

— — Control Light
- === Control Dark /
Control Photocurrent /
104 AlAs Light
AlAs Dark /
—— AlAs Photocurrent Y

J (mA/cm?)

Figure 4-16: Photocurrent density-voltage curves (solid lines) for AlAs (red) and control (black) devices. These are the
difference between the light JV curves (long dashes) and the dark JV curves (short dashes).

The dark JV, CV and photocurrent all point to the Voc being improved in the AlAs cell as a result of
reduced charge recombination. The high energy barrier property of the AlAs is unlikely to be the
cause as current from the device is not limited much. The reason for the lower recombination may
instead be that the AlAs layer results in fewer defects within the device or that the lack of InGaAs
states help to reduce recombination. The increase in shunt resistance seen in the JV curves (figure 4-

4) hints towards the former explanation and it would be interesting to investigate this further.

4.4 Conclusions

An AlAs barrier was incorporated into InAs QD/GaAs solar cells to try to isolate the InAs intermediate

band from the conduction and valence band of the GaAs. The aim of this was to increase the Vgc. It
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was hoped isolation would be achieved because: firstly, AlAs is a wide band gap material and
secondly placing AlAs between InAs and GaAs will reduce indium gallium intermixing. Both of these
things would limit interaction between the GaAs conduction and valence bands and the QD energy

states.

JV parameters (figure 4-4) showed an increase in Voc from 0.66 V to 0.80 V, but this was at the
expense of the J,. Electroreflectance (figure 4-6) and external quantum efficiency measurements
(figure 4-7) showed that the J,. reduction was due to the lack of InGaAs states in the AlAs cell, as AlAs
had successfully prevented intermixing of gallium and indium. The AlAs does reduce the current
from the QD but only by 11 %, suggesting that the thickness of the barrier is such that charge

movement is not greatly blocked.

The increase in Voc was not because of isolation of the intermediate band. This would have been
demonstrated by an optical transition from the QD excited state to the GaAs conduction band.
Thermal charge escape was also shown not to prevail and, instead, tunnelling is the dominant
extraction mechanism. Photoluminescence measurements showed that although tunnelling is
restricted in the AlAs cell at low temperatures, at room temperature the difference between the
AlAs cell and the control cell is small and, as EQE demonstrated, the AlAs barrier does not prevent

charge movement from the QDs.

Dark current measurements showed that the Voc improvement is because of reduced recombination
in the AlAs cell. This and increased Ry, suggest a lower defect density in the AlAs. The factors
influencing this recombination seem to reduce J,, at a lower forward bias in the control cell than the
AlAs cell. This reduces Voc more than it would for stable photocurrents. A morphological study is
required to investigate why the ideality factor of the control cell is so much higher than the AlAs cell

and whether the AlAs reduces the presence of dislocations.

From this work, future design considerations and study points are put forward:
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The significance of the absorption from InGaAs cannot be neglected. As the lack of InGaAs is
important to try to isolate the intermediate band, it is best to not reinstate it. However, to
lessen the effect of reduced InGaAs absorption, absorption from the QDs could be
enhanced. This could involve increasing dot density>® or by delta-doping the QDs so there is
already an electron population within them>“**°.

The isolated intermediate band is not formed because tunnelling can take place from the
QDs to the conduction and valence bands. With a more ideal choice of host material/ QD
energy alignment this would diminish. However, to use the InAs/GaAs system, spacers could
be used either side of the quantum dot region as, if they are thick enough or wide enough,

. . 79,2
tunnelling will be reduced”®**°.
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5. PbS:ZnO Colloidal Quantum Dot
Bulk Heterojunction Solar Cells

5.1 Introduction

Colloidal quantum dots (CQDs) are an emerging photovoltaic technology. In the last eight years,
efficiencies of CQD-based photovoltaic devices have increased from around 0.1 %*** to 7 %>*°. CQDs
have gquantum tuneable band gaps meaning they can be tailored to absorb across the whole solar
spectrum™® and only require low temperature processing which has the potential to substantially

%% Attempts are being made to improve the efficiency of

lower the cost of production
heterojunction CQD PV by fabricating PbS:ZnO solar cells with a large interfacial area, via colloidal
phase segregation during processing®>>. The challenge addressed in this chapter is to understand the
optoelectronic properties of this system, examining the mechanisms for separation and collection of

photogenerated excitons and how this impacts upon JV characteristics. From this understanding a

strategy to improve next generation CQD devices will be developed.

Power conversion efficiencies of bilayer heterojunctions are limited by their thickness™®****%,

Photogenerated electron-hole pairs cannot contribute to current if they are generated more than
their diffusion length away from the heterojunction in an excitonic solar cell'®**** (figure 5-1A) or

3¢ (figure 5-1B). To overcome this diffusion

from the depletion region in a p-n junction solar cel
length limitation in organic photovoltaics, the bulk heterojunction (BHJ) structure was conceived®’.
In this BHJ structure, the electron and hole transport materials form interpenetrating phase
segregated networks at the length scale of the exciton diffusion length®” as shown in figures 5-1C

and 5-1D. This results in a greatly improved interfacial area, which could improve the efficiency of

charge carrier collection.
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Figure 5-1: Various forms of heterojunctions, with light being absorbed and excitons being generated in the ‘blue’ phase.
In the electronic energy diagrams, the horizontal lines represent conduction bands (CB) and valence bands (VB). A:
electronic energy structure of an excitonic bilayer solar cell, in which charge separation can occur only within one
diffusion length (Lp) of the heterojunction. B: electronic energy structure of a p-n junction solar cell, in which charge
separation can occur within the depletion region and one diffusion length away from it. C: Morphological structure of a
bulk heterojunction (BHJ) solar cell, with interpenetrating phases in which excitons can be generated within one
diffusion length of an interface. D: electronic energy structure of a bulk heterojunction solar cell, in which excitons can
dissociate throughout the active layer of the solar cell.

This study explores composites of 2.8 nm-diameter lead sulphide (PbS) CQDs with 5-10 nm zinc
oxide (ZnO) nanoparticles. Via quantum confinement the PbS band gap is reduced from 3020 nm

(0.41 eV)” to 990 nm (1.25 eV). The ZnO retains bulk properties as the particles are larger than the

237

Bohr radius which is 2.43 nm“’. There has been some controversy in the literature as to whether

238,239 112

lead chalcogenide/ ZnO bilayer structures are either excitonic , p-n or a combination of

both™’. Willis et al.'*’ showed that both excitonic and p-n mechanisms have a role, with the
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dominant mechanism determined by the carrier concentration of the ZnO, which could be modified
by photodoping. They further demonstrated that a small charge separation region severely limits the
efficiency of the device. In particular, the maximum external quantum efficiency measured when the
device behaved excitonically is 5%, increasing to 37% when a large p-n depletion region had formed
after photodoping'"’. For either mechanism it has been shown that it is possible to improve charge

collection efficiency by increasing interface area with a BHJ device®***>,

To determine whether the increased interface area of the bulk heterojunction solar cell improves
cell performance in this case, | use a combination of photoluminescence, external quantum
efficiency, and current-voltage measurements to probe charge extraction and recombination
mechanisms of PbS/ZnO BHJ solar cells. A series of devices are tested, with varying relative weight

percentages of the two components.

5.2 Devices

Devices in this chapter were made by Mr Cheng Cheng and Mr Darren Neo of the materials
department of Oxford University. | then performed all device characterisation and analysis unless
explicitly stated. In particular, the modelling of the composites (section 5.4.3.2) was performed by

Mr Francesco de Cola and Mr Simone Falco of the engineering department of Oxford University.

The structure of the semiconductors in all devices was: PbS — PbS:ZnO composite — ZnO. Cells of
different PbS:ZnO blend ratios were fabricated, always including one cell without ZnO in the

composite, which acted as a control bilayer solar cell. PbS quantum dots capped with oleic acid

240

ligands were synthesised via a method described by Hines and Scholes®". ZnO nanoparticles were

114

synthesised according to the method explained by Pacholski et al.”™". Mr Cheng Cheng used

transmission electron microscopy (TEM) to determine PbS QD diameters as 2.8 nm and the ZnO
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nanoparticle diameters as 5-10 nm. The PbS and ZnO were combined in toluene solution for casting

into the bulk heterojunctions.

Indium tin oxide (ITO) on glass substrates was used as the transparent front electrode for all types of
cell, with a poly(3,4-ethylenedioxythiophene):poly(styrene sulphonate) (PEDOT:PSS) layer on top to
smooth the ITO surface. Onto this, one layer of PbS was spin coated from toluene solution to act as
the electron blocking layer. Following this, layers of PbS: ZnO nanocomposite were spin coated.
Generally four of these extra layers were deposited, unless otherwise stated in the text. For the
bilayer control cell, a PbS-only solution was spin coated rather than the composite solution. After
deposition of each layer of PbS or PbS: ZnO nanocomposite, a ligand exchange treatment was
performed to remove oleic acid (OA) ligands and replace them with shorter 1,2-ethanedithiol (EDT)

1 This involves dropping EDT onto the spinning films and then washing away residual EDT

ligands
and OA with drops of methanol and then toluene. After the deposition of all the active layers one
layer of ZnO was spin coated atop the rest of the cell, to act as a hole blocking layer. Finally, three
aluminium electrodes were evaporated onto the surface, resulting in three individual solar cell

‘pixels’, as shown in figure 5-2. Devices were tested in a nitrogen atmosphere as soon as possible

after manufacture and stored in a nitrogen dry-box between tests.
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Glass substrate

1 layer
(~35 nm)

4 layers

(150 nm for
10wt% ZnO —
280 nm for
50wt% ZnO)

5 layers
(~175 nm)

Solar cell
‘pixels’

Y
A B

Figure 5-2: A: Plan view diagram of the solar cell with the active layer (blue) sandwiched between the ITO/ PEDOT:PSS
(green) and Al electrodes (grey). The three ‘pixels’ where the electrodes overlap are indicated with orange outlines. B:
Schematic cross-sections of pixels with 5 spun active layers. On the left is a bilayer device of 5L PbS. On the right is
depicted the bulk heterojunction structure consisting of 1llayer of PbS + 4 layers of PbS:ZnO nanocomposite. The
thicknesses of the layers were measured by a DEKTAK profilometer. The electrodes and ZnO blocking layer are the same
for both types of device.

Absorbance measurements in the region of the first excitonic transition were taken to determine the
PbS quantum-confined band gap. The PbS in the post-ligand-exchange final device absorbs at a
higher wavelength than the PbS in toluene solution (figure 5-3) indicating that band gap is smaller in
the final device. This difference arises because of the difference in QD separation when QDs are in
solution compared to when they are deposited in the device. In the device, the shorter EDT ligands
surrounding the QDs enable the QDs to get close to each other, which results in greater electron
wavefunction overlap®, which in turn reduces the energy level of the lowest QD energy state®*’.
Note that CQDs also absorb at shorter wavelengths than the transition shown - corresponding to
higher level excitonic transitions** - but these were not shown here. The average band gap taken
from the spectra of PbS dots in eight devices or films was 990 + 20 nm (1.25 + 0.02 eV), with errors
giving the standard deviation of the band gaps across the samples. Discussion of whether or not the
Zn0 in the blend affects the PbS band gap is considered in section 5.5.1. ZnO has a band gap of 375

nm*** (3.3 eV) so does not absorb in the visible region. Figure 5-4 shows the expected energy level

238,245
. Th

diagram, with conduction band (CB) and valence band (VB) levels from the literature e
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conduction band offset of 0.5 eV should be enough to overcome the PbS exciton binding energy

which literature proposes to be up to 0.3 eV>***¥,

03+ —— PbS in a 0 wt% ZnO device
—— PbS in a 0 wt% ZnO solution
o 0.2 4
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Figure 5-3: Absorbance spectra of PbS-OA-toluene solution (red) and PbS-EDT in a PbS/ ZnO bilayer device (black).
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Figure 5-4: Proposed energy level diagram of the system, based on values from the literature, with each material in
isolation.

The thicknesses of the active layers was measured by a DEKTAK profilometer and, as expected,
increased as more ZnO is added to the composite. Average values are 35 + 10 nm for a pure PbS

layer to 70 £ 8 nm for a 50wt% ZnO layer, as shown in figure 5-5.
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Figure 5-5: Thicknesses of one layer of PbS:ZnO films of different ZnO concentrations, with error bars reflecting the
standard deviation of thicknesses across multiple films and locations on the films, totalling about 15 measurements per
ZnO weight percentage.

Over a period of 10 months a number of device batches were made, each with a series of different
PbS/Zn0O compositions, totalling over 50 devices. Unfortunately there was a spread of overall device
performance between the batches. This was due to differences in processing: particularly in
electrode evaporation and dry-box environment over the course of the project. However the device
behaviour trends with composition were the same and it was decided to use normalised measured
parameters to give a representative and statistical understanding of device behaviour. In practice
this was achieved for each parameter by firstly identifying which composition had the maximum
value of this parameter in each batch. This value was then set to equal 1 with parameter values from
other compositions in the batch being scaled accordingly. Once this was done, the normalised
parameter values at each composition were averaged across the batches. There are three solar cell
‘pixels’ on each substrate and the standard deviation of measurements from these three pixels
provided the error value for that composition for that batch. These error values were then scaled
alongside the parameter value to which they correspond. Errors from each composition across all

batches were then added in quadrature to give the errors for the normalised parameters.
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5.3 Device performance

To examine how increasing the ZnO concentration in the active layer changes device efficiency, the
current density-voltage (JV) characteristics were examined. Average power conversion efficiency
(PCE) values obtained from these measurements are given in table 5-1, with their associated

standard deviation across all device batches, which are large due to batch-batch variations.

I0wth 20wt% 30wtk 40wt% 50wtk

Mean average PCE (%) 0.69 0.74 0.77 0.84 0.60 0.30
Population standard deviation of 0.50 0.61 0.53 0.59 0.48 0.24
PCE (%)

Number of samples over which 12 6 9 12 3 9
the average PCE is taken

Table 5-1: Calibrated values of power conversion efficiency (PCE) averaged over all samples used. The standard deviation
of the values gives an indication of the large spread of values obtained.

Parameters that feed into these PCE values, namely short circuit current density (Js), open circuit
voltage (Voc) and fill factor (FF) are shown in figure 5-6. The fill factor is dependent on the parasitic
resistances (series resistance (Rs) and shunt resistance (Rq,)) so the normalised values of these are
also shown. Voc values are not normalised, with actual mean values used instead, as these remained
the same between batches, but for all other parameters, the batch-to-batch variations were

normalised.
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Figure 5-6: Parameters extracted from the JV curves of a series of devices of different PbS:ZnO compositions. The
parameters are short circuit current density (Js.), open circuit voltage (Vo(), fill factor (FF), shunt resistance (R,,) and
series resistance (R,). Batches were calibrated to the same scale (where the maximum value equals 1) and then values
for each composition were averaged. The exception to this is Voc with values that did not vary much from batch to
batch, so average values are given. Error bars shown reflect the standard deviation of values over the three pixels of
one substrate, as explained further in the text. Lines on the graph joining the data points are guides to the eye.

The aim of the bulk heterojunction device was to improve charge extraction by creating a larger area
of PbS/ZnO charge-separating interface. Surprisingly, J, does not improve for the bulk
heterojunction devices and in fact decreases for the highest ZnO concentrations, as does FF. The
origin of this in the first instance lies with the parasitic resistances, and it seems likely that the

decrease in short-circuit current and fill factor at high ZnO concentrations is linked to the dramatic
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rise in series resistance. The lack of J,. improvement limits the potential efficiency improvements in

bulk heterojunction solar cells.

On the positive side, Voc is higher for the bulk cells than the bilayer devices. V¢ rises with increasing
Zn0 concentration but the value falls after 30 wt%. The higher Voc increases the PCE of the 30wt%
Zn0 devices to above those of their bilayer counterparts. This thesis will now go on to understand
device operation in more detail, focussing on identifying what determines the JV parameters and

thus how device efficiency is limited.

5.4 Origins of the short circuit current

To identify the root of changes in J,, each of the stages of current generation are considered:

photon absorption/ exciton creation, exciton dissociation and charge transport.

5.4.1 Photon absorption

Absorbance spectra of PbS:ZnO devices of 0 wt%, 30wt% and 50 wt% ZnO are shown in figure 5-7.
Unfortunately it is hard to read anything meaningful into the spectra as they exhibit many bumps
and a rise in absorption at wavelengths longer than 1050 nm, which is below the PbS band gap. It is
unlikely that the bumps are from thin-film optical interference: although there are many interfaces
where reflection could happen, light reflected from the air/ ZnO, ZnO/ PbS:ZnO or PbS:ZnO/ PbS
interfaces is likely to be reabsorbed by the PbS and thus not contribute to absorbance spectra
interference. Reflections from the ITO and glass layers have already been accounted for as the ITO +
glass absorbance spectrum is subtracted from the absorbance spectra of figure 5-7. The bumps

248

could be due to scattering of light®™. Scattering indicates the presence of large particles in the film

as the intensity of scattered light is proportional to the cube of the nanoparticle radius®*’. The
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nanoparticles used in this study are less than 10 nm in diameter, and with particles on the order of

>0 it seems likely that agglomeration has occurred.

100 nm required to noticeably scatter light
Atomic force microscopy (AFM) images taken by Dr Peter Kovacik verify this: in a PbS film, PbS
clusters of around 35 nm were visible and ZnO in PbS:ZnO blend films cluster to around 120 nm. In

addition to being an effect of scattering, the absorption of light with energies lower than the PbS

band gap could indicate the presence of mid-band gap traps in the device

1.0+ ZnO weight percentage
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Figure 5-7: Absorption spectra of devices with different ZnO concentrations: 0 wt% black, 30wt% red 50wt% orange.

A solution to the scattering problem would be to use an integrating sphere; however there was
unfortunately no access to this facility during this project. Without this, it is hard to relate absorption
to device performance. To understand whether the electron-hole pairs created upon photon

absorption end up as free charge carriers EQE and photoluminescence are now used.

5.4.2 Separation of electron-hole pairs

5.4.2.1 Photoluminescence
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Photoluminescence (PL) spectroscopy provides a spectral map of the electronic transitions that
result in radiative recombination. Photoluminescence quenching has previously been presented as
evidence for electron transfer from a donor to an acceptor material”* . Thus if the bulk
heterojunction aids charge separation and electrons are transferred to the ZnO, then PL quenching is

expected compared with the bilayer.

PL spectra from PbS:ZnO films of a range of compositions are shown in figure 5-8. Samples were
excited by a 405 nm laser of strength < 10 mW. The emission comes from the first excitonic
transition with the long wavelength shoulder (~*1195 nm in the 50 wt% ZnO film) possibly from

emission caused by shallow trap states in the PbS™*.

ZnO weight percentage

4000 0 wt% Zn0 weight Peak wavelength
— 10 wt% percentage (%) (nm)
—_ —— 20 Wt%
é 3000 —30 Wt:% 0 1090 =6
N — 40 wt% 10 1118 +7
= — 50 wt%
% 2000 20 1114 = 7
:.éo 30 1126 +8
- 4
o 1000 40 1125 +4
A 50 1126 + 4

0 = a

900 1000 1100 1200 1300
Wavelength (nm)

Figure 5-8: Photoluminescence of the first excitonic transition from 1 layer-thick films of PbS:ZnO composites of varying
compositions (1 layer = 35 nm for the 0 wt% film , increasing to 70 nm for the 50 wt% film, as per figure 5-5). The table
shows the peak wavelength of each spectrum with the erros associated with identifying the lateral position of the peak..

The graph shows a higher PL intensity with increasing ZnO, i.e. opposite to the quenching that was
expected. It is assumed that three things can happen to an exciton after generation: exciton
dissociation, radiative recombination and non-radiative recombination®. Thus in these samples,

either exciton dissociation or non-radiative recombination decreases with increasing ZnO.
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A decrease in dissociation could imply that the electric field at the PbS/ZnO interface in the
composite is not sufficient to cause dissociation, in which case the electron-hole pair would have to
reach the charge separation region formed at the composite/ZnO planar heterojunction to
dissociate. If the ZnO in the composite were not acting as a dissociation site and electron transport
conduit then its presence in the composite would only act to block the pathways of electron-hole
pairs through the PbS on their way to the composite/ZnO heterojunction. This would increase the

probability that they will recombine across the PbS band gap.

99,255,256

Non-radiative recombination in the PbS film occurs via deep traps within PbS , caused by

>’ EDT passivates these deep traps® and all devices and

sulphur dangling bonds at the PbS surface
films have undergone the same ligand exchange steps. If the ZnO had interfered with this ligand
exchange, such that the oleic acid tended to remain on the QDs, the QDs would be more confined
and a blueshift with increasing ZnO would be observed. The table of figure 5-8 shows that there is no
blueshift. There might be a slight redshift but this is not very significant within the errors.
Furthermore the wavelength of the absorbance peak of the first excitonic transition (figure 5-7) is
not identical for each device, meaning that emitted PL light in different devices will be reabsorbed at

different wavelengths. This process alone could result in different PL peak wavelengths between the

devices. Thus there is no firm evidence for a decrease in non-radiative recombination.

In summary, there is an increase in radiative recombination across the PbS band gap upon increasing
the ZnO fraction in the blend. This points to inefficient exciton dissociation in the bulk
heterojunction, with ZnO confining excitons to the PbS rather than providing a site for exciton
dissociation. | further explored the effect of this hypothesised poor dissociation in the composite

and reduced transport of excitons through the PbS by measuring external quantum efficiency.
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5.4.2.2 External quantum efficiency as a function of bulk heterojunction layer thickness

External quantum efficiency (EQE) is a spectral map of the electronic transitions that contribute to
the photocurrent. EQE examines both exciton dissociation and charge transport and it can be
difficult to separate the two. To overcome this, two series of EQE measurements were performed
which should result in different spectral trends according to whether dissociation and charge
transport are effective or not. The trends of both experiments will firstly be described before

analysis is carried out of both of them together.

Experiment 1: Different ratios of PbS vs. PbS:ZnO composite layers

In experiment 1, the external quantum efficiency (EQE) is measured for a series of 30 wt% ZnO BH)J
solar cells with different ratios of PbS vs. PbS:ZnO layer thickness. The number of layers deposited
was kept constant to keep the overall thickness as uniform as possible. Diagrams of the layer

structures are shown in figure 5-9A.

175 nm —— 175 nm PbS

—— 105 nm PbS + 85 nm PbS:ZnO
i ———70 nm PbS + 125 nm PbS:ZnO
—— 35 nm PbS + 170 nm PbS:ZnO
30 wt% ZnO
PbS PbS:ZnO
105 nm 85nm = =
3
s
L
g
L
PbS PbS:ZnO
70nm 125 nm
400 600 800 1000 1200
PbS PbS:ZnO Wavelength (nm)
35nm 170 nm
A B

Figure 5-9: A: Structure of the active layers of the cells in experiment 1. Light enters through the PbS side. B: EQE of cells
with different fractions of PbS:ZnO blend
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The spectra are offset vertically to more clearly show differences in shape trends; however it should
be noted that the EQE of the bilayer cell was higher overall than the ones with bulk layers, with a
maximum of 15% for the bilayer device (175 nm PbS) compared with 11% for the 170 nm BHJ device.
There seem to be three locations for EQE peaks. At 980 nm is the first excitonic peak, corresponding
to the absorption across the PbS band gap. Extraction from higher energy states are seen at shorter
wavelengths: one transition peak at around 500 nm and another at 650 — 750 nm, which decreases

in magnitude and shifts to longer wavelengths with increasing BHJ thickness.

Experiment 2: Different thicknesses of PbS:ZnO composite layers

In experiment 2, the EQE is measured of a series of 30 wt% ZnO BHJ solar cells of different active

layer thicknesses: 170 nm, 295 nm and 380 nm (figure 5-10A).

0.08+4 ——35 nm PbS + 170 nm PbS:ZnO
PbS:ZnO ——— 35 nm PbS + 295 nm PbS:ZnO
175 nm J —— 35 nm PbS + 380 nm PbS:ZnO
(30 Wt% ZnO)
0.06 1
g
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Figure 5-10: A: Structure of the devices in experiment 2. Light enters through the PbS side. B: External quantum
efficiency of 30wt% ZnO BHJ solar cells as a function of device thickness.

As for experiment 1, the EQE spectra (figure 5-10B) show the PbS first excitonic peak at around
980 nm with extraction from higher PbS states seen at shorter wavelengths. All peaks decrease in

intensity as the BHJ becomes thicker, but there seems to be proportionally less current from
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shortest wavelength peak, with this peak also redshifting from 565 nm to 590 nm to 610 nm. In this

case the peak at 750nm does not appear to shift in wavelength.

When considering EQE spectra, it is necessary to consider that photon absorption depth is
wavelength dependent so different depths in the cell will absorb different wavelengths. Longer
wavelength photons have a longer penetration depth than short wavelengths photons®®. Literature

259,260

values of PbS absorption coefficients give a penetration depth of (59 + 2) nm for 400 nm

photons and (111 + 7) nm for 900 nm photons. Penetration depths might be longer in these
PbS:ZnO devices depending on the PbS QD packing density and the effect of the ZnO
nanoparticles on photon path length. This wavelength-dependent absorption depth implies that
cells of different of different thickness will have different absorption spectra. A thicker cell will
absorb more light than a thinner one but also the absorption onset will be shifted to longer
wavelengths (figures 5-11A and 5-11B). Absorbance spectra of films of different thicknesses clearly
show this (figure 5-11C), with the film of 55 nm thickness having an absorption onset at 650 nm,
whereas the 280 nm thick film starts to absorb at a wavelength of 780 nm. The non-spectrally-
uniform changes and long wavelengths absorption may be attributed to scattering by nanoparticle

agglomerations®*® or absorption by trap states.
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Figure 5-11: A: A thin absorbing film, in which only the short wavelength photons (blue and green arrows) are absorbed.
Long wavelength photons (yellow and red arrows) pass through the film. B: A thicker absorbing film, in which longer
wavelength photons are now more easily absorbed in the PbS. C: Absorbance spectra of 30wt% ZnO films (without PbS
or ZnO blocking layers) as a function of film thickness. Thicknesses shown are the mean values (to the nearest 5 nm) of
about 5 measurements taken on each film, measured with a DEKTAK profilometer. Standard deviations for
measurements at each thickness ranged from 5 -9 nm.

To explain the EQE spectra of both of these experiments, each wavelength range will be examined in
turn. The peak in the EQE at 980 nm is associated with the peak in absorption by the PbS at that
point, as this wavelength corresponds to the energy of the first excitonic transition in the PbS. In
experiment 1 the peak height varies a little between samples but the, with the bilayer device having
the highest peak and the complete bulk heterojunction device having the lowest peak, but with no
discernible trend in between. In experiment 2 the peak height diminishes considerably as device
thickness increases. If electron-hole pairs could separate at the interfaces in the BHJ and be
transported efficiently to the electrodes, then an increase in this peak height would be expected.

Hence, charge separation and/or transport are not efficient in the BHJ solar cells.

The peak at middle wavelengths (650 nm — 800 nm) is expected to arise from light absorbed closer
to the ZnO (at least in relation to the shorter wavelength peak which is assumed to be from

absorption nearer to the front of the cell). In experiment 2, the peak does not shift wavelength from
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750 nm. As the devices in experiment 2 get thicker, the 750 nm wavelength photons should be
absorbed further from the ZnO interface. However, the fact there are no great spectral changes in
this peak (especially compared to the redshifting short wavelength peak around 600 nm) suggests
that charge separation occurs, irrespective of the location of charge generation for these
wavelengths. The EQE of this peak is, however, lower for the thicker cells, showing some
suppression in charge separation or transport as cell thickness increases. This reduction in EQE is not
as pronounced as for the strongly-absorbing first excitonic peak at 980 nm. To explain this, changes
in the absorption onset are considered. Figure 5-9C shows an absorption onset at about 750 nm for
a layer thickness of 280 nm. Considering the two thickest devices have greater thicknesses than this,
it is likely that absorption is considerably enhanced in the middle wavelength region for the thicker

cells, which will partially compensate for any increased difficulty in charge separation or transport.

In experiment 1, a much greater suppression of current is seen from this middle-wavelength region.
This wavelength region corresponds to electron-hole pairs that are generated close to the charge-
separating junction formed with the ZnO blocking layer, so they should have a greater probability of
dissociation than those towards the front of the cell, which contribute to the EQE at around 500 nm.
Yet, this 500 nm EQE peak does not change in intensity by as much as the middle-wavelength peak.
So assuming that dissociation is effective for the electron-hole pairs at the back of the cell, the poor
contribution to current output must relate to a problem with poor charge transport or higher
recombination. Specifically, there would be poor transport of holes, which have to travel all the way
through the PbS phase from the back of the cell to the PbS blocking layer (it is assumed that the ZnO
interface is close enough for electrons to travel towards it). An increase in recombination could arise
from the increase in PbS/Zn0O interface as the PbS layer is increasingly substituted with BHJ. The
proximity of hole-carrying species to electron-carrying species could result in carriers recombining

after separation.
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An additional feature of the middle wavelength peak in this experiment 1 is a redshift, from around
610 nm for the bilayer cell (with no BHJ) to around 700 nm for the device with 170 nm of BHJ. This
could be because ZnO agglomerations are likely to scatter light**°, thus lengthening the path of light
to the back of the device. This will facilitate the absorption of longer-wavelength photons. Hence, as
the amount of ZnO increases in the PbS layer, charges can be generated from longer wavelength
photons. This does not initially seem to agree with the lack of spectral shift seen for this peak in
experiment 2, where the bulk heterojunction becomes considerably thicker. The discrepancy could
be explained by the reason given for the charge suppression of experiment 1: the low charge
transport in the PbS in the composite. As devices in experiment 2 become thicker, separated charges
from the back of the cell (from long-wavelength photons) are unable to be extracted as there are
fewer pathways through the PbS for holes to travel across the device, increasing the likelihood of

recombination.

The peaks between 500 nm and 600 nm are expected to be from photons absorbed towards the
front of the solar cell, closest to the PbS blocking layer (or maybe in the PbS blocking layer itself).
Experiment 1 shows only a very small decrease in EQE from these peaks (from 15% to 11%). In the
bilayer cell (the one with no composite layers), electron-hole pairs generated at the front of the
device must diffuse to the charge separation region formed by the planar ZnO junction, or else they
would not dissociate. This process does not appear to change much as the PbS is replaced with the
PbS:ZnO composite. However, it must be remembered that photons are absorbed in the PbS QDs,
so diffusion to the charge separation region takes place within the PbS. Considering that PbS
transport seems to be poor when in the blend, it would be expected that this diffusion becomes
more difficult as the ZnO fraction increases. If a depletion region in the device is in operation then
charge separation might not be the issue but, still, separated electrons and holes would have to
travel in the PbS phase until they reached their respective blocking layers. Therefore, it seems likely
that electrons are transferred to ZnO within the blend. With this reasoning, charges generated
nearer the PbS blocking layer will have more chance of extraction, as the holes do not have to travel
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far to be extracted. This assumes that there are sufficient ZnO pathways for the electrons and also
only a slim chance of recombination of charges in the blend. Another consideration that should be
made is that dissociation could occur at the front of the cell at the PbS/ PEDOT:PSS interface in
which case the ZnO must form good pathways to the cathode, however dissociation here seems
unlikely given the small energy level difference between the PbS LUMO and the PEDOT:PSS work

function.

Experiment 2, on the other hand, shows a marked decrease in current and redshift of EQE peaks
from photons of the 500 — 600 nm region. This could occur because as the thickness of devices
increases, it is more likely that charges generated at the front of the cell will recombine before
reaching the composite/ ZnO interface. If charge separation can occur within the blend then this
suggests that there are not enough ZnO pathways to transport the separated electrons (which is
more likely as devices become thicker and pathways have to extend over a larger distance). This
makes recombination of these ‘long-distance’ charges more feasible, as seemed to be the case for

electrons travelling from the back of the device towards the PbS blocking layer.

To summarise, these EQE spectra suggest that exciton dissociation is possible in the BHJ as well as in
the charge separating region caused by the junction with the ZnO blocking layer. This mix of

dissociation mechanisms is supported by the work of Rath et al®

, which assumed a depletion region
in a composite device but the BHJ region reduced recombination by promoting more dissociation of
electron hole pairs. However, from the PL results, it seemed more likely that electron-hole pairs
recombine in the PbS phase rather than dissociating via the ZnO. Maybe there is a fine balance in the
BHJ between dissociation and recombination. Weaker exciton dissociation in the bulk region than at
the planar junction region has been observed by Barkhouse et al.”> and attributed to the BHJ being

less able to keep charges separated than a planar heterojunction. Barkhouse proposed that a larger

conduction band offset would be needed for the bulk heterojunction structure to be effective. Slight
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differences in cell manufacture could mean that for one device this offset is great enough for

dissociation and for another it is not.

It also seems that charge transport is poor in the bulk heterojunction devices and that there is a
slight chance of interface recombination. Charge transport through the PbS phase seems to be
worse than through the ZnO phase at this blend composition. This poor PbS transport theory agrees
with the PL results. Charge transport is likely to be limited by morphological factors, and this will
now be investigated by examining the JV characteristics and modelling percolation in the

heterojunction.

5.4.3 Charge transport

External quantum efficiency has shown that charge transport seems to deteriorate with thicker bulk
heterojunction layers. Transport involves diffusion of excitons to an interface or depletion region,
then, once charges are separated, electrons and holes drift towards their respective electrodes.
Carrier diffusion length (Lp) and carrier drift length, (Lp,) are related to carrier mobility (u) carrier

lifetime (t), thermal voltage (ksT/q) and electric field (E) as shown in equations 5-1 and 5-2%°":

kgT
Lp = |ur (L)
q
Equation 5-1
Lpy = utE
Equation 5-2

The mobility-lifetime product is reliant upon active layer morphology and electronic trap states.
Possible changes to these and the electric field upon creating a bulk heterojunction will now be

discussed.
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5.4.3.1 Electric field

The electric field is related to potential difference (V), by E = V/x where x is distance over which
the potential is dropped. In a p-n junction the voltage drop of the depletion region is determined by
the doping of the p- and n-sides™. In an excitonic cell the difference in electrode work functions

62 As the doping and electrode work functions are the same for all devices,

dictates the voltage drop
the potential offset is expected to be identical for all compositions. However, this potential will be
dropped across a wider area in the bulk devices as the active layers are thicker (figure 5-5). This
would decrease the electric field and thus the drift length. It is also noted that a composite between

263,264

two blocking layers can create a p-i-n junction , which means that the depletion region extends

through the composite (but the electric field would be reduced).

These changes would result in a decrease in drift length, which should be considered alongside

morphology.

5.4.3.2 Morphology

Separated charges require direct pathways without further interfaces of PbS and ZnO from the point
of dissociation to the electrodes. In the BHJ, the ZnO nanoparticles could prevent a continuous
network of PbS from forming and vice versa. This could lead to isolated islands of PbS or ZnO in the
blend, which will decrease the mobility of carriers travelling to the electrodes. The high PL and poor
EQE for BHJ structures suggest that this is happening to some extent. To study this further, series
and shunt resistances through the devices will be examined to determine how conductivity changes

between PbS and the PbS:ZnO blend.

Resistances

The parasitic resistance values presented in figure 5-6 are replotted here for easy reference (figure

5-12). Both resistances increase as ZnO is added; however Ry, seems to decrease after a cusp of
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30wt% ZnO. The increase in series resistance implies that upon generation and separation, the

% j.e. PbS percolation decreases through the cell

pathway of charges to the electrodes is impeded
with increasing fraction of ZnO. The shunt resistance can also reveal something about the
percolation pathways through the active layer. A likely reason for a shunt current is pinholes and
electrode protrusion through the absorber layers, enabling a continuous path between the

24,2
electrodes**?**®

, as shown in figure 5-13A. The figure shows shunt paths through the active layer and
directly between electrodes. As shunt paths through the active layer depend significantly on active
layer morphology, they are considered most likely to affect parasitic resistance trends. With the
addition of ZnO (figure 5-13B), a continuous path via the PbS is less likely to form, so shunt
resistance increases. At a critical concentration, a shunt path might be able to form via ZnO (figure 5-

13C). At this point, shunt resistance can diminish. The Ry, trend suggests that this pattern is

followed, with shunt paths forming via ZnO when it exceeds a concentration of 30 wt%.

Note that R; does not decrease when ZnO paths form, indicating that photogenerated charge
transport is limited by movement of excitons or holes through the PbS. ZnO prevents adequate PbS
percolation at high ZnO weight percentages. This feature of ZnO is stronger than any benefit it might
have by transporting separated electrons. Even good BHJ dissociation and perfect ZnO transport

paths cannot improve short-circuit current if hole transport is poor through PbS.
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Figure 5-12: Shunt resistance (Ry,) and series resistance (R;) under illumination as a function of ZnO weight percentage in
the PbS:ZnO blend.
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A B C

Figure 5-13 Solar cells with pinholes A: bilayer solar cell with one shunt path shown through the PbS and one directly
between electrodes. B: Bulk heterojunction solar cell in which the ZnO reduces the number of the PbS pathways, so
shunt paths are less likely to form. C: Enough ZnO is in the bulk heterojunction for shunt paths to form through the ZnO
phase.

Percolation Model

To test this hypothesis about paths in each phase, a model of the active layers was created by Mr
Simone Falco and Mr Francesco de Cola of the Department of Engineering at the University of
Oxford. In the model, the PbS quantum dots and ZnO nanoparticles were represented as spheres
with diameters 2.8 nm and 7.5 nm respectively, reflecting average sizes in reality. Six models were
created, one for each composition tested. Each model had 4800 PbS spheres with the number of
Zn0O spheres varying according to composition, which represents how the PbS volume is constant
whilst the ZnO varies in these devices. The spheres were packed according to a gravity model, in
which the spheres were initially stacked up as shown in figure 5-14A and a model gravity was used to
pull the spheres into the box at the bottom, which mimics the substrate (figures 5-14B — D). This
means of packing is different from reality, in which both gravity and a centripetal force (spinning)
result in the final configuration of the spheres. However it is hoped that it is still a useful model to
consider. Images of each PbS:ZnO ratio are shown (figure 5-15), alongside their relative thickness,
which increases non-linearly, reflecting the packing efficiency of each composition.
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Figure 5-14: Images showing different stages of the packing process in the model, from initial condition (A) to final
condition (D)

10 wt% ZnO

0 wt% ZnO

Height h Height 1.05 h
20 wt% ZnO 30 wt% ZnO
Height 1.22 h Height 1.38 h
40 wt% ZnO 50 wt% ZnO
Height 1.71 h Height 2.04 h

Figure 5-15: Model of bulk heterojunction active layers with the PbS shown as red particle and the ZnO shown as black
particles. The weight percentage of ZnO and the relative heights of the layers are shown alongside.
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Calculations performed by Scher and Zallen proposed that for a fully percolated path to form
through one material phase, the volume fraction of that phase in relation to the total volume

%7 The expected volume fractions in the

(material plus space in between particles) must exceed 15 %
active layers of each device are shown in table 5-2. The volume fractions of each material and the
total enclosing volume were obtained from the simulations. Presuming homogeneous distribution of
particles suggests that continuous PbS pathways are always present in the device and that the first
Zn0 pathway is formed somewhere around 20 wt% ZnO. From the Ry, trend (figure 5-12) it is
expected that the ZnO pathways would start to form after 30 wt%, suggesting non-model packing.
One reason for this discrepancy could be non-homogenous dispersion of ZnO, which is a key
assumption of Scher and Zallen’s calculations®®’ and particle agglomeration was indeed observed in

AFM images (taken by Peter Kovacik). Another reason could be that even if ZnO pathways form in

the 20 wt% ZnO blend, they could block more PbS pathways than the ZnO pathways that form.

Volume fraction of PbS (%) 57.7 54.0 47.6 41.7 33,5 28.6

Volume fraction of ZnO (%) 0 8.3 16.2 24.2 30.5 38.4

Table 5-2: Volume fraction of PbS CQDs and ZnO nanoparticles

Examination of the parasitic resistances and the model of the composites suggest that at least
20 wt% ZnO is needed to create ZnO pathways between the blocking layers. Shunt resistance
measurements show that the formation of ZnO pathways negates the blocking of PbS pathways at
between 30 and 40 wt% ZnO. Despite the rise in dominance of ZnO pathways at this point, series
resistance increases greatly, suggesting that charge transport is limited by the PbS phase. Thus the
bulk heterojunction does limit charge mobility in the PbS and careful tuning of the components and

structure is required to minimise the impacts of this.
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5.4.3.3 Trap states

Another factor that reduces charge mobility is trap states™®, and PbS has both shallow and deep
traps. If charges fall into shallow traps then they can be re-excited to the energy band, resulting in an
increase in charge lifetime®® and a net negligible impact on drift and diffusion length. In this system,
the photoluminescence of section 5.4.2.1 seemed to indicate some radiative recombination from
shallow traps rather than re-excitation, although the relative densities of shallow traps between
different device compositions are difficult to determine from the PL spectra alone. If charge
transport through the devices worsens as the ZnO content increases, as suggested by the PL and
EQE, then a possible consequence is that charges instead recombine via these PbS shallow traps.
Deep traps are passivated when the oleic ligands are replaced with 1,2-ethanedithiol (EDT) ligands™.

If EDT were to react with Zn0*®®

rather than PbS then fewer PbS deep traps would be passivated.
However, the photoluminescence of section 5.4.2.1 did not show any evidence for the ligand
exchange being poorer in ZnO-rich devices. In the ZnO phase, if electrons at an interface can be

trapped by PbS mid-gap states'™ to subsequently recombine, then the mobility-lifetime product

would be lower than if there were no PbS at all.

There is no firm evidence yet of any change in trap state density, but further thought on traps is
given in section 5.5.2.2 when ideality factors for the different device compositions is presented.
Whether these PbS/Zn0O interfaces are favourable or unfavourable to device performance depends
on whether the bulk heterojunction increases exciton dissociation and can transport more charges

to the electrodes than can recombine at the interfaces or via more traps.

5.4.4 Summary

The bulk heterojunction structure was expected to increase short circuit current output by

increasing the probability of exciton dissociation. The short circuit current was seen to be stable for
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Zn0 fractions 0 — 30 wt% and then to decrease when the proportion of ZnO exceeded 30 wt%.
Exciton dissociation and transport of charges to the electrodes were examined to identify the root of

this decrease.

Photoluminescence showed more radiative recombination from PbS QDs when they were combined
with ZnO, indicating reduced electron-hole pair separation and more recombination across the PbS
band gap. However, the external quantum efficiency of 30 wt% ZnO BHJ devices did show some
excitonic dissociation and transport of these separate charges in the BHJ (figure 5-9). As suggested
by Barkhouse et al.”?, perhaps a greater conduction band offset is needed in the composite to
counteract any increased recombination and modifying the materials to test this theory would be a

good starting point.

Once excitons are dissociated, charges need pathways to travel to the electrodes. ZnO blocks PbS
pathways, as shown by the increase in series resistance with increasing ZnO (figure 5-12) and as
suggested by the EQE. The percolation model suggests that — in an ideal system - ZnO pathways will
form at 20 wt%, with shunt resistance values (figure 5-12) showing evidence of them by 30 wt% ZnO
concentration. Despite these ZnO pathways, series resistance increases greatly past 30 wt% ZnO,
which suggests that charge transport is limited by the PbS phase and that charge transport through
the device is the limiting factor on short circuit current, which concurrently decreases. An imaging
study of the two phases around 20 wt% and 30 wt% ZnO would be useful to firmly identify problems
with morphology. In particular, it should check whether PbS and ZnO pathways are clearly forming
across the device and whether domain sizes are less than the exciton diffusion length (or less than
the diffusion length plus depletion width if a depletion region forms). AFM was attempted by Cheng
Cheng for a few concentrations and two phases were seen but the images were not clear enough to
confirm lateral percolation. Cross-section TEM was also in considered but difficulties in making the

microscope samples prevented this from being fruitful.
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5.5 Open circuit voltage

The higher Voc for the BHJ devices shows promise for higher efficiency. Identifying its origin would
be a step forward in refining CQD BHJ solar cell design. The value of the open circuit voltage is

attributed to two general factors: energy level changes and changes in recombination.

The open circuit voltage across an illuminated p-n junction, is equal to the difference in electron and

22,38

hole quasi-Fermi levels (Ef)*~*°, as shown in figure 5-16A. For an excitonic junction Voc could be any

value up to the difference in PbS VB- ZnO CB difference®®®?’ (figure 5-16B).
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Figure 5-16: Open circuit voltage, V¢, for A: a p-n PbS-ZnO junction and B: an excitonic PbS-ZnO junction. Conduction
bands (CB), valence bands (VB) and quasi electron and hole Fermi levels (Eg. and Eg,) are marked as appropriate.

Whatever the dominant charge transport mechanism, if the conduction band edge of ZnO rises or
the valence band edge of PbS lowers then Voc will increase. Additionally for the p-n case, Voc will
increase if ZnO becomes more n-type or PbS more p-type. Section 5.5.1 will state causes of energy
level changes that could come about by the blending of PbS with ZnO, with the aim of determining

whether any of these changes could result in the Voctrend observed.

The voltage at open circuit is also, by definition, that which is formed when no current flows through
the device. This is true when photocurrent (J,,) and dark current (Jg.r) are equal in magnitude, thus

cancelling each other out. For devices with charge diffusion lengths much larger than the active layer
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thickness**® photocurrent is assumed to be independent of bias and equal to the short circuit
current. This is because charge extraction is expected to occur easily with no heavy reliance on the
electric field to ensure charges can drift to the electrodes before recombination. In BHJs this is often
not the case, with the random networks causing disorder that reduces charge mobility**®. If this is
the case for the devices in this chapter, and there is a decrease in photocurrent extraction with

226-228

forward bias, as observed for various types of solar cells in the past , then Voc will diminish.

An increase in dark current will also act to diminish Voc. Dark current is a recombination current and
thus an increase in dark current implies higher recombination. This can be quantified by measuring
reverse saturation current (Jo), which measures the extent of recombination and ideality factor (n),
which defines the recombination process®*. As shown in equation 5-3, which is the diode equation
rearranged for V = Vo, and as illustrated in figure 4-15 (in chapter 4), increasing n will increase Voc

whereas increasing Jo will decrease Voc.

Equation 5-3

Dark current and photocurrent changes will be explored in section 5.5.2. Firstly, possible energy

level changes are outlined.

5.5.1 Possible causes of energy level changes

5.5.1.1 Interaction of EDT with ZnO

It has been reported that EDT treatment can change the energy levels of lead chalcogenide: ZnO
blends'**®®. During device fabrication, the ZnO in the PbS:ZnO blend is exposed to the EDT used for

PbS oleic acid-to-EDT ligand exchange. The ZnO surface is very reactive and, according to Timp and
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Zhu®® it can react with EDT to cause a rise in oxygen vacancies, which act as surface trap states on

the ZnO. Thus, the ZnO in the blend might have different energy levels from the ZnO blocking layer.

Fourier-Transform Infrared spectrometry (FTIR) measurements of ZnO films with and without EDT
treatment were performed by Cheng Cheng, (figure 5-17). The absorption between 2800 cm™ and
3000 cm™ that is only present in the post-EDT treated ZnO film is attributed to the C-H bonds in
EDT**! and confirms that EDT is present on the film, despite having attempted to wash unreacted
EDT from the film with methanol. Kelvin Probe (KP) analysis also performed by Cheng Cheng shows
that this change makes ZnO less n-type, with a Fermi level 0.15 eV lower in EDT-treated ZnO than
Zn0O without EDT. This would be expected if EDT has induced surface traps in the ZnO band gap,
which could capture electrons that would otherwise be in the conduction band, thus reducing the
Fermi level. This opens up the possibility that the EDT that remains on the ZnO film could have

reacted with it.

Zn0O
ZnO EDT
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Figure 5-17: Fourier Transform Infrared Spectrum of ZnO film (black) and ZnO film after exposure to EDT (red).
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The effect of the ZnO Fermi level change on the PbS Fermi level in the blend was not tested as it
would be impossible to determine which phase in a composite film was being tested given the
resolution of the Kelvin probe. However, Timp and Zhu further propose that the VB of lead
chalcogenide QDs can pin to the ZnO oxygen vacancy surface states’®. To prove this they examined
the interaction of PbSe QDs of different sizes with EDT-treated ZnO. If there was no interaction
between the PbSe QDs and the ZnO then as QD size changes the CB and VB would shift equally away
from the Fermi level (as it does when with TiO,*®®). However, the VB of both sizes of QD was found
to be in the same energy position, thus the pinning in effect appears to raise the PbS VB maximum

(figure 5-18).
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Figure 5-18: Adapted from Fig 5. Timp and Zhu®®, Energy level diagrams summarising the measured energy alignment of
6.7 nm EDT-treated PbSe QDs with ZnO and, from this, the expected energy alignment of 3.4 nm EDT-treated PbSe QDs
with ZnO. The measured alignment for the 3.4 nm QDs is shown on the right. CB: dashed line, VB: solid line.

The effect of EDT treatment can be summarised as making ZnO less n-type and raising the CB and VB
of PbS. Both of these changes would act to decrease the Voc. In this study, the cells with EDT-treated
ZnO (the PbS:Zn0 bulk heterojunction cells) show a higher Vo, contrary to what would be expected
from the energy level changes discussed above. Thus EDT treatment is not the cause of the Vo
changes measured. In a quantum dot, energy levels can also change as a result of changes in

confinement. This will be discussed in the next section.
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5.5.1.2 Quantum confinement

Having ZnO dispersed within a PbS film results in PbS QDs being on average further away from each
other. This might be expected to decrease wavefunction overlap between QDs and thus increase
their quantum confinement. This would result in a larger PbS band gap and thus a blueshift of the
excitonic peak, as occurs when long ligands separate the dots®®. A larger PbS band gap would
increase the open circuit voltage. However, photoluminescence from the first excitonic PbS
transition shows no such shift with increasing ZnO (figure 5-8), indicating no increased confinement

or reduced coupling of PbS CQDs.

To conclude, there are two mechanisms that could change energy levels: EDT treatment, and ZnO
changing the quantum confinement of PbS CQDs. EDT treatment should act to decrease the PbS VB —
Zn0O CB energy gap, which would act to decrease Vo, and photoluminescence measurements (figure
5-8) showed that ZnO did not increase quantum confinement. As V¢ initially increases as ZnO is
added to the composite (up to 30 wt% ZnO) then a simple explanation of a change in Voc arising

from a change in the energy levels would not seem to apply.

5.5.2 Current density - voltage (JV) analysis

5.5.2.1 Dark current and photocurrent

Section 5.5.1 indicated that the energy levels of the bulk PbS:ZnO devices are not changed from the
bilayer case in any way that would result in a higher open circuit voltage. The alternative reason for
the Voc increase up to 30 wt% ZnO is a decrease in dark current, synonymous with a decrease in
recombination. This assumes a constant photocurrent, an assumption that will be checked in this

section.

Dark current density-voltage measurements for ZnO concentration-varying devices are shown in
figure 5-19.
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Figure 5-19: Dark JV curves for PbS-ZnO devices in a batch of f:le\?ices of different PbS: ZnO compositions, with ZnO
weight percentage shown in the key.

The dark current is seen to decrease from the bilayer case (black curve) to the 50 wt% ZnO BHJ case
(green curve). This supports the notion that the reduction in dark current and recombination is
responsible for higher Voc for the BHJ devices, although the behaviour at high ZnO weight
percentages shows that dark current alone cannot explain the Voc trend. Vo falls when ZnO weight
percentage exceeds 30 wt% (figure 5-6) and yet all the higher ZnO weight percentage devices
measured had the lowest dark current. As Voc is the balance between dark current and

photocurrent, in order to understand this discrepancy, photocurrent density-voltage curves of the

above devices are examined.

The photocurrent density — voltage curve (Jon-V curves) is simply the illuminated JV curve minus the
dark JV curve, as shown in the example for the bilayer (0 wt% ZnO) device (figure 5-20). Jon-V curves

for all concentrations are shown in figure 5-21 along with the dark JV equivalents of figure 5-19

reproduced for easy comparison.
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Figure 5-20: Bilayer (Owt% ZnO) solar cell showing dark (black), light (red) and photocurrent (blue) JV curves.
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Figure 5-21: Photocurrent density (dashed lines) and dark current density (solid lines) as a function of voltage for
PbS:ZnO0 solar cells with a range of ZnO weight percentages.

Photocurrent is clearly bias dependent, reducing as forward bias increases. From 0 wt % to 30 wt%
Zn0, photocurrent becomes less bias dependent. A lower photocurrent, with the same dark current,
would result in a lower Voc. Therefore, increasing ZnO to 30 wt% causes the photocurrent trend to
be less detrimental to Voc. However, for the 50 wt% device, photocurrent is always very low, which

acts to decrease Vqc.
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The decrease in photocurrent with bias indicates a reduction in carrier collection efficiency with bias.

227,228,271

This has been correlated with drift length . Carrier drift length will decrease as the electric

272

field decreases (equation 5-2)°’“. Therefore it is important for the ratio between drift length and

226

active layer thickness to be as high as possible®”. Drift length is proportional to mobility and lifetime

(equation 5-2)*"2

so photocurrent from samples with poor mobility-lifetime products will reduce at a
lower bias. Section 5.4.3.2 concluded that as ZnO increases in these devices the mobility-lifetime

product decreases, which would present the opposite photocurrent - bias trend with blend

composition to what is seen.

Another possibility is that bias dependence can be attributed to material photoconductivity®’?, in
which photogeneration of carriers causes an increase in free carrier density. These extra carriers
render recombination more likely and can also can decrease the parasitic resistances from their dark

238,274-27
values®® 6

. From the gradients of the curves at V = 0 in figure 5-20, it indeed appears that shunt
resistance is lower when the cell is illuminated. The differences in the photocurrent curves can be
explained by this theory: if light reduces the shunt resistance of a device with an already large shunt
resistance, it will result in less of a photocurrent change than if the shunt resistance of a lower shunt
resistance solar cell would reduce by the same factor. Thus the photocurrent of the 30 wt% ZnO

solar cell, which has the highest Ry, (figure 5-6), would be less bias dependent than the ones of lower

and higher ZnO concentration.

From 0 — 30 wt% the dark current of each composition is very different, much more so than the
difference in photocurrent across the different compositions (figure 5-21), so it affects Voc more than
the photocurrent change. For the 50 wt% device the photocurrent is quite distinct from the other
composition and the device has a fairly flat dark JV curve. This could be because the 50 wt% cell has
a much higher series resistance than the other devices (figure 5-6). If the series resistance is much
greater in the dark than in the light, the dark JV curve will be much flatter than the illuminated JV

curve so will have little impact when subtracted from the illuminated JV curve to obtain the
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photocurrent values. This means the Jp, — V curve almost replicates the illuminated JV curve. The
almost linear nature of the photocurrent curve is due to the poor fill factor of the illuminated JV
curve, caused mainly by the very high series resistance. Also as the photocurrent of the 50 wt% ZnO
device is inherently lower than for the other devices (its Js is lower) then this would also act to lower
the Voc. In order to determine the cause of the rise in Voc from 0 - 30 wt% ZnO, the next section will
primarily discuss why the dark current decreases with ZnO concentration up to 30 wt% ZnO, except

for where analysis will benefit understanding of devices of higher ZnO composition.

5.5.2.2 DarkJV analysis 0 - 30 wt%

To understand the cause of the differences in dark current it is necessary to identify its components.

ZnO weight percentage
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Figure 5-22: Dark JV curves for devices containing 0 wt% - 30 wt% ZnO in the blend. Current density is plotted on a
logarithmic scale.

For devices with up to 30wt% ZnO concentration there are three distinguishable sections of the dark
JV curve, as delineated in figure 5-22. In the mid-bias region (region 2), diffusion current dominates.
At these biases, majority carriers diffuse with little impedance across the junction to the oppositely-

doped side, where they become minority carriers and recombine with majority carriers. Anything to
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increase the magnitude of this recombination will increase the diffusion current. The flattening at
very high bias (region 3) is a result of series resistance impeding current flow. The additional current
that dominates at low bias (region 1) can be explained by shunt current, a second diode current or a
combination of both. The main reasons given for a second diode are depletion region
recombination’”” and the formation of a Schottky junction at the electrode-active layer

. 12,27
interface'>?’®

. In this case, the possibility of a p-n junction lends itself to the depletion region
explanation. To determine whether the ‘second diode’ depletion region recombination current or

shunt current prevail at low bias, the current density — voltage relationship in this region is

examined.

Depletion region recombination and shunt current have different relationships with bias. Equation
5-4 shows the complete dark diode equation including parasitic resistances (Rs and Ry, given in units
of Qcm?) and a depletion region recombination term (middle term). The one-diode dark JV equation
assuming no influence from parasitic resistances is shown in equation 5-5 for comparison. Dark
diffusion current parameters are indicated by the subscript ‘diff’, whereas dark depletion region
recombination current parameters are indicated by the subscript ‘dep’. This shows that depletion
region recombination has an exponential relationship with bias whereas shunt resistance is linear

with bias.

q(V_]RS) q(V_]RS) 174 —]R
]dark = ]Odiff endifkaT — 1 +]0dep endepkBT _ 1 + S

Equation 5-4

qv
— ifFkpT
]dark - ]Odiff (endlff B — 1)

Equation 5-5

A fit of the curves to either the depletion region recombination term or the shunt resistance term is

shown for the bilayer cell and 30 wt% ZnO BHJ cell (figure 5-23). The grey dashed line represents a
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single diode with no parasitic resistances (with reverse saturation current (Jogir) and ideality factor

(nairs) extracted from measured data). The pink and blue dotted lines represent the inclusion of

shunt current and second diode current, respectively. The shunt resistance, Ry, and second-diode

parameters, Jogep and ngep, are taken from values fitted to the measured dark data as if only one or

the other were present. The graphs show that shunt resistance offers a better match to the real

curves, thus this is the parameter that dominates at low bias and depletion region recombination

can be neglected.
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Figure 5-23: The components of the dark JV curves of PbS:ZnO solar cells with 0 wt% ZnO and 30wt% ZnO. The black
solid curve is the measured data, the grey dashed line is the single diode model with no parasitic resistances and the
blue and pink dotted lines are the models including shunt current and a second diode respectively.

Although Ry, and R; dominate and low and high bias respectively, the position and slope of the dark

JV curve is mainly influenced by the diffusion current. To identify the root of changes in diffusion

current, the dark current parameters, namely reverse saturation current and ideality factor, will be

examined.
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Dark current parameters

Dark current parameters were extracted from the mid-bias region of the curves by fitting to the one-
diode dark JV equation (equation 5-5) after shunt resistance was taken into account. J, was
calibrated across the batches of devices and values were scaled to a maximum of 1, as performed for
the light JV parameters in section 5.3. The ideality factor did not vary much between batches and so

the average value of n is given.
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Figure 5-24: Dark JV parameters. Reverse saturation current (J;) were calibrated across the batches and values shown
are scaled to a maximum of 1. Ideality factor (n) were calibrated across batches and scaled to the mean average of the
ideality factor of the bilayer device, in order to give an indication of the values. Errors shown are fitting errors but
ideality factors never deviated outside of 1.75 (bilayer) and 2.5 (30 wt% ZnO).

Figure 5-24 shows that J, of the bulk devices is lower than that of the bilayer and n of the bulk
devices is generally higher than that of the bilayer. Both of these trends act to diminish the dark

current in the bulk devices (equation 5-3).

Reverse saturation current

The lower Jo of the BHJ cells implies that fewer injected charges diffuse across the heterojunction to

become minority carriers and recombine with the majority carriers in the opposite phase. Possible

279,280

reasons are that there are electronic energy level barriers to diffusion , there is a reduction of
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. . . 22 . .
traps which reduces recombination®’® or that more selective charge movement occurs, reducing the

possibility of direct injection of minority carriers into materials®'.

All devices have the same energy levels at the electrode/ blocking layer interface, so a change in the

electronic barriers to injection from electrodes is unlikely.

A reduction in the density of any traps that act as recombination centres would reduce

220

recombination and thus reduce the diffusion current”". However, as discussed in the next section,

trap density seems to increase, so this cannot be the cause of the reduced diffusion current.

Direct injection of minority carriers - holes into ZnO and electrons into PbS — is caused by pinholes
forming through the blocking layers in solar cells. Such pinholes are characterised by shunt
resistance, as portrayed in figure 5-14. As figure 5-6 shows, shunt resistance increases as ZnO
concentration increases, implying a reduction in minority carrier injection. This would explain the
decrease in Jo. Such correlations between shunt resistance and reverse saturation current have been

281,282

observed in other systems and also attributed to a decrease in recombination via shunts.

A plot of Rq, vs. Vg, for all compositions tested, shows a great similarity (figure 5-25). A small Ry,
should theoretically decrease Voc® and the link has been seen experimentally284. Thus the Voc
increases because minority carriers are no longer injected into PbS at forward bias, which is

reflected in the shunt resistance.
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Figure 5-25: Vo and Ry, of devices as a function of ZnO weight percentage. Calibrated average values are shown with
errors corresponding to errors across one batch.

Ideality factor

Figure 5-24 shows that all cells are far from ideal with ideality factors around 2.0 suggesting that

trap-assisted recombination is prevalent. This is not unexpected in PbS QDs***> due to the high

257,286

density of traps caused by dangling bonds at the surface of the quantum dots . The ideality

factor increases as the ZnO content increases, indicating a higher density of recombination-inducing

traps. As stated in section 5.5.1.1, ZnO might reactwith EDT thus limiting PbS trap passivation. Ehrler

119

et al.”~ showed that electrons within ZnO that are at a PbS/ ZnO interface can be accepted by lower

energy PbS mid-gap states. Furthermore, studies have shown that charges on the ZnO often

287,288

recombine via trap states in the ZnO species , a process which would increase the ideality

factor.
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5.5.3 Summary

Energy level changes are not responsible for the changes in Voc with blend composition. EDT could
change energy levels of ZnO and PbS but only in such a way as to decrease the open circuit voltage.
No confinement change in PbS is seen upon adding ZnO, so no energy level change is obtained via

this route.

Dark current and bias-dependence of photocurrent do change with blend composition. The
dominating factor up to 30 wt% dark current is the decrease in dark current, which originates from a
decrease in reverse saturation current and an increase in ideality factor. The reverse saturation
current is likely to decrease because fewer minority carriers are injected into the materials via
shunting, as evidenced by the shunt resistance measurements. The increase in ideality factor as the
ZnO fraction increases implies that a higher proportion of trap state recombination can take place.
With a greater proportion of ZnO and a greater PbS/ ZnO interface area, this can originate from
either charges on ZnO recombining via ZnO traps or by capture onto PbS traps. At the highest ZnO
concentrations the high series resistance causes a low J,. and limits photocurrent collection,
resulting in the rapid decrease of photocurrent with forward bias. This photocurrent changes more

rapidly than the dark current at this concentration so has more influence on the Vqc.

Thus to keep the high Voc experienced by 30 wt% ZnO BHJ cells, reducing recombination is key. One
way to do this is to reduce shunt paths which can increase dark current. This could be achieved by
making blocking layers thicker?®®, to reduce the probability of electrodes protruding into the active
layer. Furthermore, the bias-dependency of the photocurrent should be reduced. The bias-
dependency is a result of the parasitic resistances through the device. Whilst the extra blocking
layers would improve shunt resistance, series resistance can only be improved with more ideal blend

morphology and better energy level alignment to allow for easier exciton dissociation®.
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5.6 Conclusions

Different compositions of PbS:ZnO bulk heterojunction solar cells were manufactured. Some
efficiency improvement was observed when a 30 wt% ZnO composition was used, attributed to an
increased in open circuit voltage, largely due to a reduction in dark current as a result of fewer shunt
pathways. However, the expected increase in exciton dissociation efficiency and short circuit current
did not materialise. External quantum efficiency spectra suggested that exciton dissociation in the
bulk heterojunction can occur, but this process was not obvious from the photoluminescence
measurements. Furthermore, charge transport through the BHJ, particularly in the PbS phase,

seemed to be hampered by the presence of ZnO.

To improve the possibility of exciton dissociation in the BHJ, a greater conduction band offset
between PbS and ZnO might be key®. This could be achieved by fabricating smaller PbS quantum
dots with larger band gaps — currently PbS quantum dots as small as 1.5 nm in diameter have been
fabricated®®®, which have a band gap of 2.6 eV. To fully understand the driving forces on
photogenerated electron-hole pairs, it should be determined exactly whether a p-n, p-i-n or
excitonic junction forms in the BHJ device. A way to start this study could be do perform impedance

12 (if there is one). To increase current further, charge

spectroscopy to measure the depletion width
transport needs to be improved, i.e. series resistances through the devices should be minimised,
keeping in mind that shunt resistance should stay high. A morphological study would be useful to
identify how percolation pathways can be improved to reduce series resistance, and whether

PbS/Zn0 interfaces form within the exciton diffusion length (or depletion width for the p-n case).

Furthermore, thicker blocking layers could be used to increase shunt resistance®.
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6. Graphene as the transparent
electrode for squaraine/ C7o solar
cells

6.1 Introduction

In the previous chapter the implementation of quantum dots as absorber layers in solar cells was
discussed. This chapter will examine graphene as a transparent conductor. Like the zero-dimensional
guantum dots, graphene’s electronic properties are defined by its two dimensional quantum

. 150,160,290,291
confined structure 9160290291

Graphene sheets are one-atom-thick hexagonal structures of carbon. This configuration results in a
unique electronic structure. Other crystal arrangements (including 3D graphite) have parabolic
energy (E) — momentum (p) relationships®®?, implying non-zero effective electron and hole masses”’.
Graphene, on the other hand, is a zero band gap material®®® with energy bands exhibiting a linear
E — p relationship, E = vgp, as if the electrons were massless™’. Vg is the Fermi velocity of the

148

electrons, which is equal to ~ 1 x 10° m/s in graphene'®®. The high carrier velocity renders single

crystals of graphene theoretically highly electrically conductive. Current manufacturing methods

150,151 . . . . .
0131 - \ith grain boundaries presenting a resistance to

produce polycrystalline graphene sheets
charges in the film. Still, decent sheet resistances have been reported over large areas for few layer

graphene; the best so far is a four-layer doped graphene sheet with a sheet resistance of 30 Q/sq

. 14
over a few inches™®.

131 and the bonding between the

Single layer graphene sheets can also transmit over 97% of light
atoms give graphene excellent mechanical properties including strength™** and flexibility*****®. These

properties are ideal to create the flexible transparent electrodes sought after by organic
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photovoltaics and indeed graphene also has shown good enough energy level alignment with

156,294
.Th

organic materials to facilitate charge extraction and maintain a high open circuit voltage e

transparency and flexibility are superior to the current industry-standard metal oxide transparent

146,295,

conductors ; the only thing preventing implementation is the production of large areas*®

. In
addition to technical benefits, the abundance of carbon means that graphene would not face the
issues with material supply and price fluctuations experienced by the widely-used transparent

electrode indium tin oxide (ITO)**.

In this chapter graphene is used as an anode instead of ITO in vacuum-deposited squaraine:C;g
(5Q:Cy) heterojunction photovoltaic devices. Vacuum deposition is a potentially low-cost, high

297,2! .
972%  squaraines are small

volume solar cell fabrication technique and already has use in industry
molecule electron donors that strongly absorb in the red to infrared part of the spectrum, allowing
even a thin layer to be an effective solar cell component, with cell efficiencies of
4.1%°*<sup>300</sup><sup>300</sup> in bilayers with acceptor materials. Fullerenes are common
electron acceptors, the most widely used being Cg in organic solar cells. However, C;, has been
shown to absorb more widely across the solar spectrum and has resulted in devices of higher J. than

. 1,302
Ceo equwalents30 302,

161,299,300

Squaraine-Cgo has been a popular bilayer combination . Recently this combination has been

adapted to make use of the favourable properties of C;o, with squaraine-C; having been made into

2 To further optimise

co-deposited bulk heterojunction™ and vacuum-deposited planar forms
devices, the use of an electron blocking layer of MoOs is examined in this chapter. This has been

shown to vacuum-deposit onto graphene with good wettability*® and suitably aligned in energy to

act as an electron blocking and hole transporting layer in this system.

| firstly compare the efficiency parameters of identical SQ-C;, bilayer devices with different anodes:
ITO or graphene. Then the focus is shifted to the optoelectronic mechanisms of devices with the

graphene-MoO; electrode system.
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6.2 Devices

The physical and electronic structures of the solar cells are shown in figure 6-1. Squaraine (SQ) and
C,o form the active heterojunction. The chemical structure of these molecules is shown in figure 6-
1A. Molybdenum tri-oxide (MoOs) and bathocuproine (BCP) act as electron-blocking and hole-
blocking layers respectively (figure 6-1B). The ITO is bought pre-deposited on a glass substrate
etched so a thin strip of width 2.0 mm remains. The graphene electrodes were prepared by Mr
Zhengyu He using a method similar to that explained by Suk et al.*®®. Specifically, chemical vapour
deposition (CVD) was used to deposit graphene on a copper substrate. This was coated with a layer
of PMMA before the copper substrate was etched away by ferric chloride solution. The PMMA +
graphene was then transferred onto a transparent quartz plate before acetone was used to remove
the PMMA. The resultant graphene area was 3.2 mm x 2.2 mm. The layers of the solar cell were
sequentially vacuum-deposited onto the ITO or graphene by Dr Peter Kovacik. The aluminium
electrodes were deposited in three strips, resulting in solar cell ‘pixels’ (figure 6-1C) with device

areas of 2.1 mm?” and 4.5 mm? respectively.

Devices were tested in a nitrogen atmosphere as soon as possible after manufacture and stored in a

nitrogen atmosphere dry-box when not being tested.
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Figure 6-1: A: Molecular structure of C;o and squaraine. B Energy level structure of solar cell components in isolation.
. 146,160,162,304,305 .

Energy values are taken from the literature and are referenced to the vacuum energy level. Dashed lines

indicate energy levels of materials which change between devices. C: Schematic plan view of device structure

D: Schematic side view of device structure
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6.3 Optical and electronic properties of the electrodes

Sheet resistances and thicknesses of the electrodes used in this chapter are presented in table 6-1.
Transmittance is shown in figure 6-2. The data for the graphene were measured by Mr Zhengyu He:
the number of graphene layers was identified by Raman spectroscopy and the sheet resistance by
the Van de Pauw method. The thickness of the ITO was measured by a DEKTAK profilometer and the

sheet resistance for the ITO was obtained from the supplier.

Thickness Sheet resistance

(Q/square)

Graphene Monolayer/ bilayer (order of 1 nm)** 500

ITO 60 nm 15

Table 6-1: Thicknesses and sheet resistances of the electrodes.
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Figure 6-2: Tranmission spectra of the graphene (black) and ITO (red) electrodes. These were calculated from absorbance
spectra of the electrodes. To obtain absorbance through just the electrodes, absorbance of the substrates were

subtracted from the total electrode+susbtrate absorbance.

The sheet resistance of graphene is much worse than that of ITO indicating the presence of grain

boundaries in the graphene film. The very lowest reported graphene sheet resistances
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(~30 Q/square) are obtained by creating multilayer graphene'®, so it is unsurprising to have a
relatively high value for the mono- and bilayer graphene here. However, the optical transmission

149,307

through the graphene is, as expected , much higher than the ITO. Also the comparatively thick

308309 1t should also

ITO film induces interference, visible as the waves in its transmission spectrum
be noted that the quartz substrate on which the graphene is deposited is substantially more
transmissive than the glass substrate on which the ITO rests, with 96 % transmission through quartz

compared to 79 % through glass in the visible region. This will further enhance the transmission

difference set up by the electrodes, as discussed in section 6.4.1.2.

6.4 Device Results

6.4.1 Graphenevs.ITO

Current density-voltage (JV) curves for the two devices without the MoO; blocking layer are
presented in figure 6-3. The device with the graphene electrode experiences a greater efficiency
than the device with the ITO electrode, with the higher J,. and Voc contributing to this. The one
disadvantage of graphene is the drop in fill factor. As ITO and graphene devices are produced
simultaneously under the same conditions, it is assumed that the differences observed stem from

the different transparent contacts rather than differences in device processing.
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Figure 6-3: Current density — voltage (JV) curves for devices with ITO and graphene electrodes. JV parameters extracted
from the curves are given in the table: short circuit current (J,), open circuit voltage (Vqoc), fill factor (FF) and power
conversion efficiency (PCE). Series resistance (R;) and shunt resistance (Rg,) values extracted from the curve are also

shown. Errors represent the standard deviation of values across the three pixels on each substrate.

6.4.1.1 Fill factor decrease

The fill factor of the graphene-based device is lower than that of the ITO due to parasitic resistances.
The high series resistance is expected from the much higher sheet resistance of the graphene®”, i.e.
once charges reach the graphene the journey across the graphene sheet to the external circuit could
act as a source of series resistance. The low shunt resistance of the device with the graphene

electrode implies there is more leakage current in the graphene cells. Other studies have reported

152,294

that graphene electrode cells result in lower shunt resistance than those with ITO and attribute

146

this to the graphene surface being slightly rougher than ITO™™, perhaps induced during transferral of
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graphene from PMMA to substrate'*?

. A rougher surface increases the possibility of less than total
coverage of the graphene by the squaraine, which would result in direct contact of the C;, to both
electrodes, causing leakage current. Although transmission electron microscopy was performed by
the manufacturer of the graphene in these devices to view the graphene surface, this does not

provide quantitative information on its roughness. Atomic force microscopy could show this, but this

technique could not be carried out during the course of this project.

6.4.1.2 Short circuit current improvement

Short circuit current output is reliant on the absorption of photons to generate charges and on
charge carrier collection at the electrodes. With higher transmission through the graphene and its
substrate, the semiconductor layers of this device will receive more photons than that of the ITO
device. Electrode and substrate transmission of both devices, along with absorption of the squaraine

and Cy layers are shown in figure 6-4.
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Figure 6-4: Transmission spectra of ITO on glass (black) and graphene on quartz (red) and the absorbance spectrum of
the squaraine (8nm) — C;o (40 nm) heterojunction.
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In the regions of high semiconductor absorption, the ITO device transmits 70 — 75 % of light,
whereas this figure is about 92 % for the graphene device. The ITO device produces 83 % of the short
circuit current of the graphene device. This is a not as low as would be expected given the electrode
transmission. What is probably aiding ITO current extraction is the much lower series resistance
compared to the graphene device. If the sheet resistance of the graphene can be improved (for

149

example by doping the film™) without losing this high transmittance, then graphene devices could

reach even higher short circuit currents.

6.4.1.3 Open circuit voltage improvement

Work functions

The maximum Voc in an organic solar cell is the offset between the HOMO level of the donor and
LUMO level of the acceptor®'®. This maximum can only be achieved if the electrodes make Ohmic

contact with the active layers, in which case the work functions of the electrodes pin to the Fermi

311-314

level of the semiconductor layer . However, non-Ohmic contacts should form in the case of ITO

161

and graphene as their work functions are much lower than the HOMO of the donor™" (figure 6-1), in

11,314 .
311314 Graphene has a lower work function than

which case the electrode work function will limit V.
ITO so should form a poorer Ohmic contact to squaraine than the ITO, thus actually lowering the

theoretical maximum V¢ of the device. Since the Vqcis actually higher in the case of the graphene

electrode, the dark current is now examined to understand the origin of the difference in Voc.
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Dark current

The open circuit voltage is the point at which dark current balances photocurrent, so a lower dark
current will result in this balance point being shifted to a higher voltage, i.e. Voc will increase. Dark
current density - voltage (JV) curves are shown in figure 6-5 for devices with the graphene and ITO
electrodes. At forward bias, the device with the graphene electrode clearly has a lower dark current,
which explains why the Voc for this device is higher than that of the ITO, despite the lower work
function. To understand the cause of this, the dark JV curves will be examined in relation to the

three distinct sections of dark JV curves®”:

* Negative bias and low forward bias: shunt current dominates, which has a linear J-V
relationship

* Medium forward bias: diffusion current dominates, which has an exponential J-V
relationship

* High forward bias: series resistance suppresses current flow

The first thing to note is that the device with the graphene electrode has an almost symmetrical JV
curve about V = 0. As shunt current dominates at negative bias, such symmetry indicates a very
dominant shunt current, even at forward bias®®. A slight change in curve shape suggests that there is
a small region where diffusion current prevails (labelled J4i on the graph) but this is soon suppressed
by series resistance (R;) effects. It is thus meaningless to extract dark current parameters (namely
reverse saturation current and ideality factor) to aid analysis as it is difficult to disentangle the Jgi:

section from those sections of the curve limited by parasitic resistance.

In comparison, the forward bias current of the ITO device quickly rises above reverse bias current
values, showing a clear diffusion current dominating region (Jg¢ section) before series resistance

again suppresses it (Rssection).
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Figure 6-5: Semi-logarithmic plot of dark current density-voltage curves for devices with ITO (black) or graphene (red)
anodes.

The comparatively weak diffusion current through the graphene device could be linked to its much
higher series resistance (figure 6-3), which will severely limit dark current flow®". Wu et al.*** also
observed that after a small forward bias the dark current of an organic solar cell with a graphene
electrode was lower than that of an ITO equivalent. Wu et al. calculated that the lower dark current
was almost entirely due to the higher series resistance, stemming from the high sheet resistance of
graphene. Thus the reasoning seems to be the same in the case of the squaraine-C;q devices here.
Despite the high series resistance hindering photocurrent, its role in lowering dark current is

beneficial to the Vg

Having explained the efficiency difference between devices with graphene and ITO electrodes, a

study of the graphene device with a 10 nm Mo0Os layer under the squaraine will now be considered.

112,150,162

MoOs has proven to be an effective electron hole blocking layer and hole transport layer and

162

has energy levels™ suited to between the graphene — squaraine interface, with a lower work

function than graphene (figure 6-1B). Such changes may be expected to improve device efficiency.
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6.4.2 The effect of M0oOs3

JV curves and associated parameters for devices with and without the MoO; blocking layer are

presented in figure 6-6. The PCE is much higher with the MoOjs layer as a result of the substantial

increase in Vg, yet detrimentally, J;. diminishes.

V (V)
00.0 0.2 0.4 0.6 0.8
14
o
c 2
2
g 37
~ Graphene
i 4 Graphene - MoO,
-5
Anode Joe (MA/cm?) | Voc (V) FF (%) PCE (%) R, (kQ.cm?)  |Rg (kQ.cm?)
Graphene 4.11+0.04 (0.44+0.01 |35%2 0.63+0.03 [0.060+0.002 {0.25 +0.02
Graphene—MoO3 |3.16 £ 0.05 |0.72+0.01 |37+2 0.84+0.01 [0.108 +0.003|0.53+0.01

Figure 6-6: JV curves for squaraine-C;o devices with a graphene anode (red) or a graphene + 10 nm MoO; anode (blue). JV

parameters extracted from the curves are given in the table: short circuit current (J;.), open circuit voltage (Voc), fill

factor (FF) and power conversion efficiency (PCE). Series resistance (Rg) and shunt resistance (Rg,) values extracted from

the curve are also shown. Errors are the standard deviation of values across the three pixels on each substrate.
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Short circuit current reduction

The reduction in J,. could be caused by the higher series resistance in the device with the MoO;
layer. MoOj is insulating®™® and too thick a layer has been known to reduce device performance

. . . 1 17
because of the increased series resistance®*?

. Cattin et al.*"’ reported an optimum thickness of
3.5 nm of MoOs on ITO. In this case a thickness of 10nm of MoO; was used, so a thinner layer could
be possibly be used improve the short circuit current. This thickness would have to be optimised for

the graphene surface as it is important to have a thickness that sufficiently covers the entire

electrode area.

In addition, a 10 nm MoOQOs; layer has been shown to reduce the overall transmission of photons into

318

the active layer by about 4 %°". This is not such a big reduction as the one between graphene and

ITO, yet it will reduce the number of charges generated in the active layer.

Open circuit voltage increase

MoOs has a higher work function than graphene so is thought more likely to form an Ohmic contact

162,299

with the squaraine donor , resulting in Fermi level pinning and thus independence of the V¢

from the anode work function. An alternative depiction of band alignment with MoOs is that it
creates a metal-insulator-semiconductor junction between the anode and the electron donor**®37,
in which the band-tilting of the insulator effectively decreases in the barrier height between the

316,317,319

anode and the donor . With either of these mechanisms, the MoO; should increase the

maximum possible V¢ of the device.

As an electron-blocker, MoO; is expected to reduce recombination at the anode/ squaraine
interface, so should lower dark current, which is observed (figure 6-7). A lower dark current results

in a higher Vqc. In addition, the MoO; decreases the chance of shunt paths forming between the
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electrodes™, resulting in better shunt resistance (figure 6-6). Complete coverage of the MoO; is vital
for high shunt resistance and Park et al.”>° have shown that MoOs has good wetting with graphene,
so it seems like an appropriate choice of blocking material. The high shunt resistance will also lead to

. 27
a lower dark current at low forward bias*”.
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Figure 6-7: Dark current density — voltage curves of devices with graphene electrodes both without (red) and with (blue)

and 10 nm MoOj; electron blocking layer.

6.4.3 Further study of graphene - MoO3 device

Looking to the specifics of the current generation dynamics in the device, the external quantum
efficiency is examined in relation to the absorbance of the two photon-absorbing materials and

energy level alignment of the layers.

Absorption and external quantum efficiency

The absorbance spectrum of the squaraine-Cy, bilayer is plotted in figure 6-8 along with the external

guantum efficiency measurements through the device with the graphene-MoOs; electrode. Cy
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absorbs photons of wavelength between 300 nm and 700 nm and squaraine absorption lies between

29 After photon absorption, generated excitons

500nm and 800 nm with a peak just below 700 nm
dissociate and are either extracted as current or recombine. Those that are extracted reveal

themselves in the external quantum efficiency (EQE) spectrum.
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Figure 6-8: Absorbance (left axis) through SQ (8 nm)/ Cy, (40 nm) film and External quantum efficiency (right axis) of the
graphene/ Mo0O;/ SQ (8nm)/ C5, (40 nm)/ BCP/ Al device.

The extinction coefficient for squaraine has been reported to be more than double that of
C70°2%32%3% 5o for both materials to achieve similar absorbance a thicker Cyo layer was used. It can be

seen that with the thicknesses used here, the C;o absorbs slightly more light at its peak than the

squaraine (figure 6-8).

Looking at the EQE, the current mainly comes from the excitons generated by the squaraine (those
generated from the longer wavelength photons). The 700 nm EQE peak is around where the
squaraine absorption peak is expected to be. The absorption spectrum for the two semiconductors
does not actually peak at 700 nm because at shorter wavelengths there are also absorption
contributions from C;,. As excitons are not being extracted from the C;o layer as well as they are
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from the squaraine layer, many excitons in the C;o must be generated more than a diffusion length
away from the heterojunction interface and thus cannot reach the interface to dissociate. Diffusion

299,322

lengths of non-functionalised squaraine have been reported to be no more than 4.5 nm with

. 20,32
values for C;g not being more than 15 nm320323

. These diffusion lengths are much shorter than the
thicknesses of the layers in the devices presented here, so both layers have considerable ‘dead
zones’ where excitons are generated without being able to contribute to current output. The dead
zone in the squaraine is a little less than half of its layer thickness, whereas the dead zone in the Cy

layer is more than half of its thickness. So it would be expected that proportionally more excitons in

the C;o recombine before reaching the heterojunction.

The spectral shape of the C;y absorption compared to its EQE spectrum is curious. Cy has good
absorption of short wavelength photons (450 nm and less) but excitons generated by these short
wavelength photons are poorly extracted. Short wavelengths have a short penetration depth®? so
once passing through the front, relatively transparent layers, these short wavelength photons should
be absorbed close to the front of the Cy layer, i.e. close to the squaraine/Cy, interface. Thus excitons
here would be expected to be more easily dissociated and extracted than those from longer
wavelength photons generated at the back of the Cy4 layer, yet the reverse is observed. This paradox

. . 159,2 24
was seen in other studies™**%3

but was never explained. A likely explanation was that given by
Peumans et al.>”® for a copper phthalocyanine (CuPc) (20 nm)/ Cy (40 nm) bilayer device, in which
reflection from the back aluminium cathode was calculated to significantly increase absorption of
long wavelength photons. Those photons with a longer penetration depth that reach the aluminium
have more chance of being reflected than the shorter wavelength photons®? and thus absorption in

the long wavelength region might be underestimated by the absorption spectrum of figure 6-8,

which was taken without the aluminium cathode.
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In order to improve the current extraction, a change in device structure seems necessary. At
present, there are some excitons that are generated too far away from the heterojunction interface
to dissociate. However the layers must be this thickness to absorb a good proportion of photons.
Extending the interfaces throughout the absorber layers with a bulk heterojunction structure (the
structure used in chapter 5) is one way to create extra exciton dissociation sites. EQE has been
shown to increase when a bulk heterojunction SQ:C; structure is used rather than a planar
heterojunction™’. However, bulk heterojunctions can be disordered and it takes fine tuning in the
manufacturing process to ensure that both materials form interpenetrated networks between the
electrodes. If these networks are not continuous then separated electrons and holes will have
difficulty in reaching the electrodes and charge extraction will be hampered. A more ordered design
than this would be to have one phase form vertical nanopillars through the device. A few years ago
squaraine nanowires were grown>2®. These were solution-processed so could not be incorporated
simply into the cell design here, however the fact that such ordered structures can be made is

promising for the future efficiency gains in these types of devices.

Additional further work could be done to study the effect of the aluminium cathode on reflection of
incident photons in this particular cell structure. If the cell thickness can be tailored to encourage
constructive interference of incoming and reflected light then absorption could be significantly

2
enhanced®”.

Comparing the absorption spectrum with EQE has helped in the understanding of how structure of
the absorber layers can be more closely tuned to the exciton diffusion lengths. This will enable
excitons to always be created where they can reach the heterojunction to dissociate. After
dissociation, electrons and holes drift to the electrodes via the blocking layers. Bias-dependent

external quantum efficiency reveals how the energy alignment of these layers aids this process.
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Bias-dependent external quantum efficiency

Bias-dependent external quantum efficiency is presented in figure 6-9. As forward bias increases, a
forward current starts to flow in the opposite direction to the photocurrent (as JV curves show).
Thus the current recorded by the ammeter is a combination of photocurrent output plus forward
current. This forward current is identified by the constant current that appears at wavelengths
longer than the squaraine band gap, i.e. at 800 nm and longer. For presentation of the EQE spectra
here the forward current is subtracted as a baseline from the total current before the EQE is
calculated. As the spectra have been shifted, the spectra are more correctly termed ‘apparent
guantum efficiency’ (AQE) curves. On this graph, positive current indicates photocurrent and

negative current indicates forward diode current.
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Figure 6-9: Bias dependent external quantum efficiency, presented as apparent quantum efficiency (AQE), of the
graphene/Mo00;/SQ/C;,/BCP/Al device.

. . - . 27,32
As forward bias increases, AQE decreases across the spectrum. This is a common observation®?/3?

and akin to voltage-dependent photocurrent collection as seen in section 5.5.2.1 (chapter 5). It
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results from the reduction in the electric field making it harder for charges of low mobility to reach

227,228,327
the electrodes®?’?%%3%/,

Interestingly, current generated from the shortest wavelength photons seem to invert under
forward bias, so charges are extracted as forward current rather than reverse (photo) current. Up to
500 nm, nearly all current can be assumed to originate from the C, layer®®. Studying previous work
on the AQE of C¢/ donor material heterojunctions, it is revealed that the AQE of Cg regularly

273,327,329 0

reduces more rapidly with bias than the donor material in the same solar cell ne

273,329

explanation of the negative AQE is based on experiments and theoretical work by Kazaoui et

al.**°, which showed that high-energy Ceo and Cyo excitons are probably weakly-bound excitons.

These, almost free charges, increase the conductivity of the fullerene under illumination®”. Such an

increase in conductivity will enable more forward ‘dark’ current to flow.

Another factor to consider is that negative EQE has also been associated with charges overcoming a

. 1
barrier®?

. Indeed this would make sense considering the energy level diagram in figure 6-1B. The
energy level gap between BCP and the C;o HOMO level is only 0.2 eV. Thus it is feasible that under
small forward bias, the BCP is no longer an effective hole blocking layer and so holes generated in
the C;0 can move the ‘wrong way’ and generate a forward current. The MoOs— squaraine energy gap

is much higher and the AQE curves show that the MoQOs layer is an effective electron blocker even

under forward bias.

What is unusual about the AQE results presented here is that the negative AQE from C5q is much
more intense at shorter wavelengths. It is expected that these shorter wavelength photons are
absorbed closer to the squaraine interface than the 500 nm photons, so should be more likely to
dissociate into free charge carriers. If this reason were sound, then C;o conductivity would be larger
when shorter wavelength photons were absorbed. However, going against this argument is the EQE
spectrum at OV, which shows that charge extraction is occurring almost equally for all wavelengths

absorbed in the C. Also, the increase in conductivity would arise when an exciton generated on the
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squaraine dissociated at the junction and C;, accepted the electron, yet the negative AQE is not
observed when squaraine is optically excited. An alternative reason for the very negative AQE from
excitons generated at short wavelengths could be that their binding energy is lower than those at
other wavelengths. This would need to be examined theoretically, but according to Kazaoui et al.**°
not all transitions produce excitons with the same binding energy. An exciton of lower binding
energy would increase conductivity, and thus dark current, more than those that are more tightly
bound. A higher conductivity would also augment the effects of any decreased C;o - BCP barrier on

forward current.

6.5 Conclusions

Graphene electrodes have been employed with squaraine — C5q solar cells, showing significant PCE
improvement upon ITO equivalents. This is largely a result of its greater transparency, which
dominates in the face of the greater series resistance of graphene devices. Despite theoretically high
conductivity, graphene suffers from poor sheet resistance, likely to be due to grain boundaries
within graphene sheets''. The greater series resistance along with a low shunt resistance results in
a much poorer fill factor, which would decrease efficiency if the higher J,. and Voc did not counteract

it. A possible reason for the low shunt resistance could be a rough graphene surface™’

, but this
needs further investigation. The high series resistance, however, decreases the dark current of the

devices to such an extent that Vqc is higher in the graphene devices.

A more conventional way to increase Voc is to modify the band-alignment between electrodes and
semiconductors. This was attempted by adding MoO; to the graphene device and indeed a Voc
improvement was observed with 0.72 V achieved. Furthermore, the MoO; increased the shunt

resistance, which contributes to lower dark current and higher Vqc.
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MoOs is also an electron blocking layer but despite this, MoOs caused a reduction in Js, which was a
product of higher series resistance through the cell and lower optical transmission through the

graphene — Mo0Qjs layer.

External quantum efficiency was then studied to investigate current output in more detail. It was
revealed that excitons generated in the squaraine result in proportionally more current than those
generated in the Cy,. This indicates that many excitons generated in the C;o are unable to diffuse to
the heterojunction to dissociate. Furthermore, bias dependent external quantum efficiency showed
that at low forward bias, excitons generated in C; are extracted as forward current. One hypothesis

for why this occurs is that Cy, could be photoconductive®’***

, i.e. the photogenerated charges will
increase the Cy photoconductivity. Therefore, as a forward bias is applied, which injects charges in
to the C;, a greater forward current can manifest itself than would flow if the C;, were not
illuminated. A negative quantum efficiency peak will occur if the increase in forward current exceeds
any photocurrent generated. Another possible reason for the negative quantum efficiency is that
the BCP layer might be less hole-blocking at forward biases. The small energy level offset with Cyq

suggests this is likely to happen. In this case, photogenerated holes in the Cy could drift to the

aluminium electrode, creating a forward current rather than a reverse (photo) current.

With these points in mind, the following future investigations and improvements are suggested:

* |dentify the roughness of graphene, for example by using atomic force microscopy. From
there, establish whether any steps in processing can be improved to ensure as flat a
graphene sheet as possible.

* Investigate the morphology of vacuum-deposited MoOs; on graphene to ensure good
coverage of MoOs. Good coverage ensures a high shunt resistance.

* |nvestigate the morphology of squaraine onto the MoO; to identify the optimum thickness

of squaraine that covers electrode and is close to its exciton diffusion length.
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Change the morphology of the absorber layer. As it stands, many charges are generated too
far from the heterojunction and not utilised. The extra thickness just means it is further for
dissociated electrons to travel, which increases the chances of recombination. Increasing the
interfacial area between the squaraine and the C;,, for example by means of a bulk
heterojunction, could improve charge extraction.

Change BCP to another blocking layer with deeper HOMO (or lower the HOMO of BCP) to

more effectively block forward current.
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7. Final conclusions and outlook

7.1 Thesis conclusions

This thesis studied three new solar cell designs which aimed to improve device efficiency. All utilised
the benefits of low-dimensional systems. Quantum dots were utilised as photon absorbers in

chapters 4 and 5, and graphene was used as a transparent electrode in chapter 6.

Chapter 4 presented a study of intermediate band solar cells (IBSCs) made from a gallium arsenide
(GaAs) p-i-n structure, with indium arsenide (InAs) quantum dots providing the ‘intermediate band’
energy states. Thin layers of wide-band gap aluminium arsenide (AlAs) were deposited on top of
each layer of the quantum dots, in an attempt to raise the open circuit voltage (Voc) by preventing
Fermi level pinning of the intermediate band (IB) to the quasi-electron Fermi level of the GaAs
conduction band (CB). The addition of the AlAs layer was indeed seen to increase the V¢ from
0.66 V to 0.80 V, but J,. concurrently diminished. Electroreflectance and external quantum efficiency
determined that the cause of the J,. reduction was a reduction in the number of InGaAs states,
suggesting that the AlAs had suppressed the intermixing of gallium and indium at the edges of the

88 The higher Voc arose from reduced recombination in the AlAs cell and not, as

guantum dots
postulated, isolation of the intermediate band. Instead, it was found that charges from the QD can
tunnel into the conduction band, indicating that wide-band gap AlAs and the lack of InGaAs states
are not significant barriers to charge movement. The lower recombination in the AlAs cell was

studied using JV parameters, which pointed to a lower defect density than for the control cell,

although a morphological study is required to investigate this further.

Chapter 5 detailed studies of inorganic bulk heterojunctions (BHJ) made from lead sulphide colloidal
guantum dots (PbS CQDs) blended with zinc oxide (ZnO) nanoparticles. The aim of the structure was

to create a solar cell with greater interface area than that possible with a planar heterojunction, and
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thus open up more possibilities for charge separation and extraction. However, a corresponding
increase in short circuit current did not materialise and in fact decreases when the ZnO fraction
exceeded 30 wt%. It was evaluated that there is likely to be a fine balance in the BHJ between
electron-hole pairs separating and electron-hole pairs recombining before separation:
photoluminescence results indicated reduced electron-hole pair separation in bulk heterojunction
solar cells; however, external quantum efficiency spectra suggested that exciton dissociation can
occur at bulk heterojunction interfaces. Still, the main limitation to this technology was poor charge
transport in the bulk heterojunction, arising from the reduction in pathways to the electrodes. This
was particularly the case for the PbS phase, with an increasing fraction of ZnO increasing the series
resistance. In terms of overall efficiency, a small improvement was observed for a blend composition
of 70 wt% PbS: 30 wt% ZnO. This was attributed to an increased open circuit voltage, largely due to a

reduction in dark current as a result of fewer shunt pathways.

Chapter 6 examined the use of graphene as the transparent conducting electrode for squaraine/ Cy
vacuum-deposited bilayer solar cells. Cells with graphene electrodes showed significant PCE
improvement upon ITO equivalents. This was primarily because the graphene was more transparent
than ITO. This counteracted the reduction in current output caused by increased series resistance in
the graphene devices, linked to the much higher sheet resistance of the graphene. A high sheet
resistance is attributed to grain boundaries between different crystals within the graphene sheets™".
Graphene devices also had a lower shunt resistance than those made with ITO, giving these devices
a lower fill factor. However, the high series resistance decreases the dark current of the devices to
such an extent that Voc is higher in the graphene devices. A better way to increase Voc was found to
be by adding a layer of MoOs between the graphene electrode and the squaraine, which modified
the band-alignment between them sufficiently to cause a Voc improvement from 0.44 V to 0.72 V.
Furthermore, the MoOs increased the shunt resistance, which contributed to lower dark current and
higher Voc. One disadvantage to the MoOs; was that the higher series resistance and lower optical

transmission caused by its presence reduced J,. Further studies of the graphene-MoOs device
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revealed that many excitons generated in the C;, are generated too far away from the

squaraine/C;o heterojunction to dissociate. Furthermore, bias dependent external quantum

efficiency showed that at low forward bias, excitons generated in C;, are extracted as forward

273,329

current. This is either due to photogenerated charges causing C;o to increase in conductivity ,

thus allowing more forward current to flow than in the dark, or it is because the small energy offset

between the BCP hole-blocking layer and the C;y highest-occupied molecular orbital allows

photogenerated holes in the C;g to drift to the aluminium electrode, creating a forward current.

7.2 Suggestions for future investigations

From this work, future design considerations and study points are put forward.

Chapter 4

To help offset the J;. reduction due to the lack of InGaAs states, the QD absorption should be

increased. This absorption can be enhanced by increasing dot density or by delta-doping the

QDs so there is already an electron population within them®"***,

To prevent tunnelling to the conduction band in the InAs/GaAs system, spacer materials
could be used either side of the quantum dot region as, if they are thick enough or wide

. . 79,2
enough, tunnelling will be reduced”***°.

Chapter 5

Choosing a heterojunction with a larger conduction band offset could increase exciton
dissociation at bulk heterojunction interfaces>. This could be achieved by fabricating smaller
PbS quantum dots with larger band gaps.

To fully understand the driving forces on photogenerated electron-hole pairs, it should be

determined exactly whether a p-n, p-i-n or excitonic junction forms in the BHJ device. A way
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to start this study could be do perform impedance spectroscopy to measure the depletion
width'*? (if there is one).

* A step towards improving charge transport would be to perform a morphological study on
the bulk heterojunction, to identify how percolation pathways can be improved to reduce
series resistance, and whether PbS/ZnO interfaces form within the exciton diffusion length
(or depletion width for the p-n case).

* Thicker PbS and ZnO blocking layers could be used to increase shunt resistance®*.

* To increase photon absorption, an acceptor material could be chosen that absorbs light in

the visible part of the electromagnetic spectrum®.

Chapter 6

* An investigation of the morphology of different thicknesses of vacuum-deposited MoQOs on
graphene to determine the minimum thickness at which good coverage of MoOs on the
graphene is achieved will allow the minimisation of the series resistance due to the MoOs
Good coverage will prevent leakage currents. Similarly, the optimum thickness of squaraine
on the MoO; should be investigated, such that it both covers the electrode and is close to
the exciton diffusion length of squaraine.

* If the morphology of the absorber layer is optimised, more excitons could be generated
close to a heterojunction interface, to improve the probability of charge separation. This
could be realised by means of a bulk heterojunction.

* Changing BCP to another blocking layer with deeper HOMO (or lower the HOMO of BCP)

would more effectively block forward current.
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